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Summary. After giving some classical results concerning the dissipativity
of linear operators on Banach spaces and the generation of contractive
semigroups, the course will focus on the LP-dissipativity of partial differential
operators. Some recent results, obtained in joint papers with Vladimir Maz’ya,
will be discussed. The main one is an algebraic necessary and sufficient
condition for the LP-dissipativity of the scalar operator V!(AV), where A
is a matrix whose entries are complex measures and whose imaginary part is
symmetric. We survey several other results connected to this condition and
obtained mainly by V. Maz’ya and his co-authors. They concern operators with
lower order terms, operators with constant complex coefficients, the angle of
dissipativity, systems of partial differential operators, higher order operators.
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Introduction

Let us consider the classical Cauchy-Dirichlet problem for the heat equation

ou

{ T Au, for t > 0, (1)
u(z,0) = ¢(x), x€R",

where ¢ is a given function in C°(R™) N L (R™).

It is well known that the unique solution of problem (1) in the class of
smooth bounded solutions is given by the formula

1 2—y|?
u(z,t) = —/ ©o(y) et dy, x€R"t>0. (2)
V(drt)r Jre
From (2) it follows immediately
u(z, )] < [lelles, >0, (3)
since
! / =1 (6> 0) (4)
—— [ e =® = :
J@r0) Jan Y

Inequality (3) leads to

[u( Dl < l[@lloes >0,

and this in turn implies that the norm ||u(:,t)||» is a decreasing function of ¢.
In fact, fix ty > 0 and consider the problem

Jv
{ E = Av, for t > tg, (5)
v(x, ty) = u(z,ty), = e€R™

It is clear that the unique solution of (5) is given by v(z,t) = u(x,t) (t > t)
and we have
[o(- B)lloo < llul- to)lloos > to,
ie.
[u(, ) lloo < llul to)llo, > to.
But the L* norm is not the only norm for which we have this kind of

dissipativity. Let us consider the LP-norm with 1 < p < oco. By Cauchy-
Holder inequality, from (2) we get

1 1/p 1 1/p’
le—yl|? lz—yl|?

u(z,t)| < | —= Pe™ ™3t _— e @ d

u(z, t)| ( (R Rnls@(y)l y> ( T e y)



(1/p+1/p’ = 1) and then, keeping in mind (4),

1 » ‘fo‘Q
[u(z, )P < W lp(y)[Pe” dy.

Integrating over R" and applying Tonelli’s Theorem we find

2
|u(z, t)|Pdr < YPe™ = dy =

Rn / (Amt)" /n Rn loly

1
- - Pd e‘Td:v = Pd
(4rt)™ Jrn lolv) y/R" R" o)l dy

and we have proved that
[u(, )y < llellp- (6)

As before, this inequality implies that the norm |ju(-,t)||, is a decreasing
function of ¢.
Let us consider now the more general problem

ou
{ 5 = Au, for t > 0, (7)
u(r,0) = p(x), =€,

where €2 is a domain in R™ and A is an elliptic partial differential operator of

order two
Au = Z ao(x) D (8)
|or|<2

A natural question arises: under which conditions for the operator A the
solution u(z,t) of the problem (7) satisfies the inequality (6) 7

The aim of this short course is to answer to this question.

In order to precise our goal, let us make a simple remark. As we know
already, (6) implies that ||u(-,t)||, is a decreasing function of ¢ and then

0l <0 Q

On the other hand, at least formally, we have (!

d d _
Sl == / fu(z, t)Pde = p Be / (O, wlulde,  (10)
Q Q

where (-, -) denotes the usual scalar product in C.

(U Note that O;|u| = 0:vV/u@ = (us + uity)/(2vVu ) = Re(uii/(2lul)).
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Since u is the solution of the problem (7), keeping in mind (10), we have
that (9) holds if and only if

%’e/(Au, u)|ulP~2dz < 0.
Q

This leads to the following definition: let A a linear operator from D(A) C
LP(QY) to LP(QY); A is said to be LP-dissipative if

gge/<Au,u>|u|p—2dx <0 Vue D(A). (1)
Q

From what we have said before, if A is LP-dissipative and if the problem
(7) has solution, then (9) holds.

Of course there are several details we have to precise: at first, we have to
understand what condition (11) means when 1 < p < 2 and moreover we have
to justify in a rigorous way all the procedure for obtaining it.

This can be done in an abstract and very general setting, by means of the
Functional Analysis and Section 1.2 is devoted to such a purpose.

We end this Introduction with a well known fact (see e.g. [34, p.215]). If
the operator (8) has real smooth coefficients and it can be written in divergence
form, then we have the LP-dissipativity for any p. If 2 < p < oo this can be
deduced easily by integration by parts. If A = 9;(a;;0;) (aj; = ay; € C1(Q)),
we can write

/(Au,u>|u|p_2dx = —/ a;;j0ju 0;(u [ulP~?) dx .
Q Q
If we suppose that a;;§;{; > 0 for any £ € R”, an easy calculation shows that
%’e/ a;;05u 0 (u [ulP~?) dx > 0
Q

and the LP-dissipativity of A follows. Some extra arguments are necessary for
the case 1 < p < 2.

If the operator (8) has complex coefficients and they are not smooth, the
investigation is not so simple.

During the last half a century various aspects of the LP-theory of semigroups
generated by linear differential operators were studied in [4, 8, 2, 37, 9, 16, 35,
17, 10, 11, 21, 22, 19, 20, 3, 7, 15, 23, 36, 32, 5, 30, 6] and others. An account
of the subject can be found in the book [33], which contains also an extensive
bibliography.

These notes are divided in three parts. In the first one we provide the
basic facts of the general theory. For us the crucial result in this part is the

9



Lumer-Phillips Theorem. In [29] V. G. Maz’ya and P. E. Sobolevskii obtained
independently of Lumer and Phillips the same result under the assumption
that the norm of the Banach space is Gateaux-differentiable. In the same
paper some applications to second order elliptic operators are given. It is
interesting to remark that this paper was sent to the journal in 1960, before
the Lumer-Phillips paper [24] appeared.

Much of the material of this part, containing classical results, is taken from
the books [14, 34].

In the second chapter we give a detailed description of the results obtained
in [5] and [6]. They concern the LP-dissipativity of scalar second order partial
differential operators with complex coefficients.

In these two parts, we have tried to provide a self-contained exposition,
giving all the proofs of the needed results.

In the last chapter we survey, without proofs, several connected results
concerning the LP-dissipativity of systems of partial differential operators and
the nondissipativity of higher order operators. These results were mostly
obtained by Vladimir Maz’ya and his co-authors G. Kresin, M. Langer and
myself.

10



Chapter 1

A short introduction to
Semigroup Theory

1.1 The Hille-Yosida Theorem

1.1.1 Uniformly continuous semigroups

Let X be a Banach space. A semigroup of linear operators on X is a family of
linear and continuous operators T'(¢) (0 < ¢t < oo) from X into itself such that
T00)=1,
Tt+s)=T(t)T(s) (s,t > 0).
The linear operator

Az = lim —— (1.1)

is the infinitesimal generator of the semigroup T(t).
The domain D(A) of the operator A is the set of + € X such that the
following limit does exist
T(t)x —
lim —( )z .
t—0+ t
We remark that the linear operator A does not need to be continuous.
The semigroup T'(t) is said to be uniformly continuous if

li T(t)— 1| =0. 1.2
Jim | T(6) — 1] =0 (12)

The uniformly continuous semigroups satisfy a lot of nice properties.
However, as the next result shows, these semigroups are very particular. This
is shown by the following theorem, where B(X') denotes the class of linear and
continuous operators from X into itself.

11



Theorem 1 The operator A is the gemerator of a wuniformly continuous
semigroup if and only if A € B(X). Moreover

T(t) = A, (1.3)

where

m@h
b
I
NE
£
3

(1.4)
|
0 n:

We mention two important properties of a uniformly continuous semigroup
T(t):
(i) there exists a constant w > 0 such that

1T < e,
(ii) the function T'(¢) is differentiable in norm and

dT(t)

—s =AT() =T(HA (t>0). (1.5)

Formula (1.5) shows that the function u(t) = T(t)ug is the solution of the
evolution problem

du
i Au  (t>0), (16)
u(0) = o,

where ug is a given element of X.

1.1.2 Strongly continuous semigroups

Unfortunately, if A is a partial differential operator, usually it is an unbounded
operator, i.e. it does not belong to B(X).

Then it is necessary to weaker the condition (1.2) and consider more general
semigroups. We say that 7'(¢) is a strongly continuous semigroup (briefly, a
C-semigroup) if

lim T(t)z = x VzrelX.
t—0t

The operator A is said to be the generator of the CY-semigroup if (1.1)
holds for any x € D(A). We remark that in this case the operator A may be
unbounded.

We have seen that if 7T'(¢) is a uniformly continuous semigroup, then
|T(t)]| < e+t In case of a C°-semigroup, we have

12



Theorem 2 Let T'(t) be a Cy semigroup. There exist two constants w > 0,
M > 1 such hat
1T < M e, 0<1t<oo0. (1.7)

Proof. First let us show that there exist M, n > 0 such that
ITOI< M Yieon) (1.8)

If (1.8) is false, we can find a sequence of real numbers ¢, > 0 such that
|T(t,)|| > n, t, — 0. It follows that there exists x € X such that

sup || T(t,)z|| = oo.
neN

If not, we would have

sup [|[T(t,)z]| <o VazelX;
neN

in view of the Banach-Steinhaus Theorem, this implies

sup || T(t,)] < o0
neN

and this is absurd. Formula (1.8) is proved.
Since ||T°(0)|| = 1, we have M > 1. Let now ¢ be a nonnegative number; we
can write t = nn + 0, where n is a natural number and 0 < 6 < n. Therefore

t=¢ t w
ITO) =TT )" < M™ =M™ < M™ 0 = M e,

where w = (log M) /n. 0

A first consequence is that T'(t)z is continuous.

Theorem 3 Let T(t) be a Cy semigroup. For any x € X, T(t)x is a continuos
function on X of the real variable t > 0.

Proof. The continuity from the right at ¢ = 0 is obvious. Let us fix t > 0
and take h > 0; we have

1Tt + h)a = Tzl < [TONT(h)x — x| < M| T (h)z — x|

and then
lim || T(t+ h)x — T(t)x| = 0.
h—0+

On the other hand, if £ — h > 0, we have also

IT(t = h)x = T(t)|| < IT(t = W)z = T(R)all < Me* |||z — T(h)a]].

13



It follows
lim [|T(t+ h)x —T(t)x| =0
h—0—

and the result is proved.

The next theorem shows some interesting properties of C%-semigroups.

Theorem 4 Let T(t) be a Cy-semigroup and A its generator. Then

1 t+h
a) lim — T(s)xds =T(t)x VaoelX.

h—0 ¢

¢
b)re X = / T(s)xds € D(A) and
0

A < /O () ds) — T(t)r — = (1.9)

¢)z € D(A) = T(t)r € D(A) and
CT(t)e = AT () = T(1) A (1.10)

d) for any v € D(A) we have

Tt — T(s)x — / T(r) Az dr = / AT () (1.11)

s

Proof. Fix x € X and t > 0; given € > 0, in view of the previous theorem,

there exists d, > 0 such that

1T (s)x —T(t)z|| < e |s —t] < 0.
It follows that, if |s — ¢| < 0, then
1 t+h 1
H — / (T'(s)x —T(t)x)ds
t

<

t+h
< 7 / T (s)x — T(t)x||ds| < ¢,
t

h

i.e. a) (it is obvious how to change the proof for ¢ = 0).
As far b) is concerned, fix € X and h > 0. One has

%/0 T(s)xds = %/0 (T(s+ h)x —T(s)x)ds =

1 t+h 1 h
E/t T(s)xds—ﬁfo T(s)xds.

14



The last term tends to T'(t)x — x as h — 0T because of a), the integral in b)
belongs to D(A) and b) holds.
Let now x € D(A) and h > 0; we have

%T(WU =T(t) (%) r — T(t)Ax.

This shows that 7'(t)z belongs to D(A) and moreover AT (t)x = T'(t)Ax.
We have also proved that

%T(t)x = AT (t)x = T(t)Ax.
Let us consider now the left derivative. We can write
Tﬁ_hE;T@n—TUMm:T@—hﬂiiggg}—T@Ax:
T@—m{Z@%:E—ﬁhl+ﬁ@—h%4NMAx
Since x € D(A), we have
hli%l‘*‘ % = Av.

The norm ||7(s)|| being bounded on the compact sets, in view of Theorem
2 (note the, differently from the uniformly continuous semigroups, T'(t) does
not need to be continuous !), we find

lim T'(t — h) lw - Ax} = 0.
h—0+ h
Moreover
lim [T(t—h) —T®)|Az =
Tim [Tt — ) — T(0)] Az = 0
and thus .
—T =T(t)Ax.
T(t)r = T(t)As

This proves the statement c).
Finally, (1.11) is obtained by integrating (1.10).

|
We recall that the operator A is closed if its graph is closed, i.e. if
Tn € D(4) v € D(A)
Az, — vy v

15



Theorem 5 Let A be the generator of the Cy-semigroup T(t). Then A is a
densely defined closed operator.

Proof. We start by proving that D(A) is dense in X. Let z € X and
define

1 t
Ty = —/ T(s)xds.
t Jo
From b) of previous theorem, x; € D(A) and from a) x; — x. This means
that D(A) = X.

In order to prove that A is a closed operator, we have to show that (1.12)
holds. Since z,, € D(A), (1.11) implies

t
T(t)x, —x, = / T(s)Ax,ds.
0

Letting n — oo, one has

Tt)r —x= /Ot T(s)yds

Ttz —z 1 [°
— = ;/0 T(s)yds.

As t — 0%, the right hand side tends to y and thus x € D(A), Ax = y.

from which

O

The next result shows that a Cy-semigroup is uniquely determined by its
generator.

Theorem 6 Let A and B two generators of the Cy-semigroups T'(t) and S(t)
respectively. If A = B then the two semigroups coincide, i.e. T(t) = S(t) for
any t = 0.

Proof. Let z € D(A) = D(B). From (1.10) it follows

d%T(t —8)S(s)x = —AT(t — s5)S(s)x + T(t — s)BS(s)xr =

—T(t—s)AS(s)x +T(t —s)BS(s)x =0 (0<s<t)
and then the function T'(t — s)S(s)z of the real variable s is constant. In
particular T'(t)z = S(t)z, i.e. T(t) = S(t) on D(A). The domain D(A) being
dense in X (see Theorem 5), it follows that T'(t) = S(¢). 0

Properties (1.7) and (1.10) imply that, as in the case of uniformly
continuous semigroups, for any given uy € D(A) the function u(t) = T'(¢t)uy is
the only solution of the abstract Cauchy problem (1.6).

16



Remark 1 It is still possible to solve the Cauchy problem (1.6) where wuq is
an arbitrary element of X. In order to do that, it is necessary to introduce a
concept of generalized solution. For this we refer to [34, Ch.4].

Example 1 An example of C-semigroup.
Let X = C°([0,00]), where this symbol means the space of the complex
valued functions defined in [0, 00) such that there exists the limit

lim f(x).

T—-+00

The space X, equipped with the norm

[fllee = sup [f(x)],

z€[0,+00)

becomes a Banach space (prove it !). Define the family of operators T'(t)
(t > 0) by
[T()f](x) = [z +1).

Obviously, for any ¢ > 0, it makes sense to consider f(z + t). Moreover,
T'(t)f is a continuous function and since

lim [T'(t)f](z) = lim f(x).

T—r+00 T—+00

T'(t) maps X into itself. Let us remark that

IT#) flloo < N1flloc-

It is clear that T'(¢) is a semigroup. Let us prove that it is a Cy-semigroup,
i.e. that

T | T(0)f = fll = 0. (1.13)

By hypothesis, there exists o € C to which f(z) tends as * — +00. Given
€ > 0, there exists K. > 0 such that

f(z) —a|<e Vz>K..
This implies
|f(z+t)—f(z)] < |f(x+t)—a|+|a—f(z)| <2e V=K, t>0. (1.14)

On the other hand f is uniformly continuous on [0, K. + 1] and then there
exists d. > 0 (which can be supposed to be less than 1) such that

[f(x+1t)— flx)] <e Vael0, K], 0<t<o..

17



Keeping in mind (1.14), we find
f(x+1t)— f(z)|<2e Vaze0,00),0<t<d,

and (1.13) is proved (note that basically we have considered a compactification
of [0,00) and showed that f has to be uniformly continuous).

What is the generator A of T'(¢) and its domain D(A) ?

The function f belongs to D(A) if and only if there exists in X the limit

Af = lim M = lim fle+) = f0) .
L0+ t t—0+ t
In particular,
Af(a) = lim f(t“”?f_ f@) e [0, 00)

and then f admits the right derivative for any x > 0 and the right derivative,
Af, is continuous everywhere. But then, in view of a well known result in
the theory of functions of one real variable (see, e.g.., [34], p.42-43), [ is
differentiable for any x > 0.

Moreover, since Af € X, there exists also

. /
A fe).

Therefore D(A) is contained in the space of the functions f € C'([0,0))
such that f' € X and Af = f'.

Vice versa, if f € C'([0,00)) and f’ € X, then f € D(A). In fact, we have

f($+t)_f(x) / _1 vt ’ !
@ =1 [ - @l

But, since f' € X, f is uniformly continuous and then |f'(u) — f'(z)| < e
for |z — u| less than a certain ¢.. Thus

flz+t) - f(z) ~ )| < l/w+t|f’(u)—f’(x)|du<e 0<t<é.
t t ),
and this shows that
Tl A Gl el AU S
t—0* t 0o

ie. fe D(A), Af = f'. We have thus proved that
DA)={feX|3f, feX}, Af=f.

18



1.1.3 The Hille-Yosida Theorem

For us it will be particular important the case in which we can choose w = 0
and M =1 in the inequality (1.7). In this case we have

IT@] <1

and the semigroup is said to be a contraction semigroup or a semigroup
of contractions. If the operator A is the generator of a C°-semigroup of
contractions, the solution of the Cauchy problem (1.6) satisfies the estimates

[u(@)]| < fluoll - (1.15)

If X = LP(Q), (1.15) coincides with (6). This why we would like to have
conditions under which A is such a generator. A first answer is given by the
famous Hille-Yosida Theorem. For the proof we need some lemmas.

We recall that the resolvent of a linear operator A, o(A), is the set of the
complex numbers \ such that there exists the resolvent operator (\I—A)~! and
it is continuous. The spectrum o(A) of the operator A is defined as C\ o(A).
By R(A: A) (A € 9(A)), or shortly Ry, we denote the operator (A — A)~'.

Lemma 1 Let A be a linear operator. If o(A) # 0 then A is closed.

Proof. Suppose that the sequence {x,}, contained in the domain of A, is
such that x,, — x and Az, — y.
Given A € g(A), we get

e, — Ax, = Ar —y

and then
x, — Ry(Az — ).

Because of the uniqueness of the limit, we find

r=Ry( Az —y).
This shows that z € D(A] — A) = D(A) and (Al — A)x = Az — y, ie.
Az =y and the lemma is proved (see (1.12)). 0

Lemma 2 If )\, € o(A) we have the resolvent identity V)
R)\ — RM = (,u — )\)RARM (1.16)

Moreover the operators Ry and R, commute: R\R,, = R, R).

(U Note that if , 1, A were numbers, we would have
1 1 w—A

A=A u—A (A —Ap-4)

19



Proof. We have

(L= ARy — R)(ul — A) = [T — (AT — A)R,J(ul — A) =

(Wl =A) =M = A) = (u—=NI
and (1.16) follows. By exchanging A and p we prove the commutativity. 0
Let A be an operator such that® R+ C g(A); we can then consider Ry, for
any A > 0. The operator Ay = AAR), is called the Yosida approximation of A.

Even if A is unbounded, the operator A, is a linear and continuous operator
defined all over X. The linearity is obvious, while A, is continuous, because

()\I — A)R)\ =1 g AR)\ = AR, -1

and then
Ay = NRy — A (1.17)

The next lemma shows in which sense A, is an approximation of A.

Lemma 3 Let A be a densely defined operator such that RT C o(A) and

1
|RA|| < < vV > 0.
A
Then
lim \Ryz ==z VeeX (1.18)
A—0t
lim Ayz = Ax YV z € D(A). (1.19)
A—=0*

Proof. Suppose first x € D(A); since
R\AN —A)jx =2z

we get
ARyx = x + R)\Ax.

Limit (1.18) for any x € D(A) follows from the inequality
1
| Racke]] < 5 A

Let now z € X; given ¢ > 0, by hypothesis there exists y € D(A) such
that ||z — y|| < e. Since

AR z — || < [[ARAz = ARNy[|+[[ARNy =yl +[ly — 2|l < 2|z =y +[[ARxy—y]

() By R* we denote the set {\ € R | A > 0}.

20



we have
limsup |[ARyx — z|| < 2¢.

A—00

Because of the arbitrariness of e, (1.18) is proved for any = € X.
As far as (1.19) is concerned, formula (1.18) clearly implies

lim A\Ry\Az = Ax vV x e D(A)

A—0t

and (1.19) follows, because R, commute with on the domain of A ) 0

Lemma 4 Let U(t) and V (t) be two contraction semigroups whose generators
are C and D respectively.  Suppose that U(t) and V(t) commute, i.e.
Ut)V(s) =V (s)U(t) for any s,t = 0. Then

|U(#)z — V(t)z|| <t|Cx — Dz|| Y x € D(C)nDD). (1.20)

Proof. First observe that from the commutativity of U(t) and V(¢) it
follows that also the generator of U(t), C', commute with V(¢). Specifically,
let x € D(C); we can write

U(h)—1 Uh)r —x
TV(t)a: = V(t)T ;
therefore x € D(C) = V(t)z € D(C) and
CV(t)x =V(t)Cx

(for any ¢ > 0). Keeping in mind (1.10), we have for any z € D(C) N D(D)

Ult)r —V(t)x = /0 g[U(s)V(t —s)z|ds =

and then
Ult)r —V(t)r = /0 [U(s)V(t—s)Cx—U(s)V(t—s)Dzx]ds.
This implies

t
Uz = V()| < /0 [TV (E = )| [|Cx = Dz ds < t]|Cx — D]

®n fact (A — A)Ry = Ry\(M — A) = I on D(A) and then ARyz = RyAxz for any
x € D(A).
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We are now in a position to prove the famous Hille-Yosida theorem.

Theorem 7 (Hille-Yosida) A linear operator A generates a C° semigroup
of contractions T'(t) if, and only if,

(1) A is closed and D(A) is dense in X;

(ii) o(A) D o and

1
IRl <5, ¥A>0. (1.21)

Proof. Suppose that A is the generator of a contraction semigroups. We
know already that A is a densely defined and closed operator (see theorem 5).
In order to prove b), observe that for any A > 0, e AT (t) is a contraction

semigroup, because
leT (@)l = e M|T ()] < 1.

The generator of e MT(t) is A — AI; in fact

e‘MT(;)x —T _ e_’\tT(t)f — 6_/\1_ 1 T(t)

and then

—)\tT t o
i & Ttz —a
t—0+

We can apply (1.9) and (1.11) to A — A, obtaining

= Az — Az, Vae DA =DA—- ).

e MT(t)r — 2 = (A — N) (/Ot e MT(s)x ds) VaoelX;
e M () — 2 = /Ot e MT(s)(A — M)z ds Vx e D(A).
Letting ¢ — 400 we find
x= (N —A) (/OOO e MT(s)x ds) VeeX
x = /000 e MT(s)(M — A)wxds ¥V x € D(A).

The first equality shows that the range of A\I — A is all of X, while the
second one implies that A\ — A is injective. Then there exists (Al — A)~! and,
setting y = (A — A)z,

(M — A1y —/ e T (s)yds.
0
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This leads to

107 =7yl < [ e Tl ds < ol [ s = 0

Then we have proved that (A — A)~! is continuous (i.e. A € g(A4)) and
(1.21) holds.

Vice versa, let A satisfy a) and b). For any A > 0 we can consider the
Yosida approximation Ay and the limit (1.19) holds. The operator Ay, being
linear and continuous, is the generator of a semigroup uniformly continuous
e!4x. This is a contractive semigroup, because, keeping in mind (1.17), we have

||6tA)‘|| _ ||€_>‘t16>\2tR)‘|| < e—)\teAZtlIR,\H < e MM

(here we used that A||R,|| < 1).
Define
T(t)z = lim ez Vze X (1.22)

A—00

To see that this definition makes sense, we have to show that this limit
does exist for any = € X.

Let us start by first showing that this limit does exist for any x € D(A):
given )\, > 0, it is easy to show that the contraction semigroups e'** and
et commute and then we can apply Lemma 4. From (1.20) it follows

e — e eal| <t Aye — Auzl| V@€ D(A).

But, if x € D(A), (1.19) shows that Ayx — Az and then, given ¢ > 0,
there exists A > 0 such that, for A,z > A, one has ||Ayz — A,z|| < e. Thus

et g — et eg| < te.

This shows that the limit (1.22) does exist for any = € D(A). Let now
z € X; given € > 0 let y € D(A)such that ||z — y|| < e. We have

etz — et < fletr — ey + ety — ey + ety — etz <

2]z =yl + [y — e ey
and then there exists A, such that, for © > A., one has
e e — ez < 3¢

Thus there exists the limit (1.22) for any x € X.
(1.22) implies also

lim ||7(t)z| = lim [ z| < ||z|| VeeX
A—00 A—00

23



and then [|T(¢)]] < 1.
From (1.22) easily follows that T'(0) = I, T'(t + s) = T(t)T(s), i.e. T(t) is
a semigroup. Let us show that T'(¢) is continuous:

lim T(t)r=2x VzeX (1.23)

t—0t

We prove first (1.23) when = € D(A). In fact, if x € D(A), we have

S

t d t
etA*q:—:c:/ —[e*Ma] ds:/ M Ay ds
0o d 0

from which, letting A — oo and keeping in mind (1.19), it follows
¢
Tt — o = / T(s) Az ds (1.24)
0

(invoking the dominated convergence theorem, we can pass the limit under the
integral sign, because || T'(s)Az|| < ||Az||). We have then

t
IT(t)e — o] < / IT(s)Ac]| ds < t]| Az

and (1.23) follows for any € D(A). The density of D(A) in X implies the
result for any = € X.

We have shown that is a contractive C?-semigroup. To complete the proof,
we have to show that A is the generator of T'(t).

Let B be the generator of T'(t); we have to show that A = B.

Dividing (1.24) by ¢ we get

w _ %/0 T(s)Ards V€ D(A)

and then the limit (1.1) exists and

lm LT =T par Ve DA).

t—0+ t

This shows that D(A) C D(B) and Bx = Az on D(A). On the other
hand I € p(A) (by hypothesis) and I € o(B) ( because of the necessity part
of the present theorem). Therefore (I — A)~! and (I — B)™! do exist and are
continuous. In particular, I — A and I — B are surjective operators. Thus

(I — B)D(A) = (I — A)D(A) = X = (I — B)D(B)
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from which it follows: D(A) = D(B) and then A = B. 0

Since A can be unbounded, the semigroup generated by A cannot be given
by (1.3), because the series in (1.4) does not converge. Nevertheless, we can
still prove that the semigroup is given by e, provided this exponential is
understood in a generalized sense. This is shown by the next result.

Lemma 5 If A is the generator of a C°-semigroup, then T(t) is given by (1.3),
where this exponential is understood as

ez = lim Mz, x e X.
A—00

Proof. In the proof of the Hille-Yosida Theorem, we have seen that there
exists the limit

lim etz VereX
A—00

and that it defines a semigroup S(t), whose generator is A.
Both the semigroups T'(t) and S(t) being generated by A, Theorem 6
implies T'(t) = S(t). 0

Another interesting formula is the following one, which shows that the
resolvent can be considered as the Laplace transform of the semigroup

Ryu = /OO e MT (t)u] dt (FHe X > w).

From the Hille-Yosida Theorem, one can obtain also the following
characterization of the generators of C%-semigroups, where M and w are the
constants appearing in (1.7)

Theorem 8 A linear operator A generates a C° semigroup T(t) if, and only
if,
(1) A is closed and D(A) is dense in X;
(i1) o(A) D{A € 0| X > w} and
M

R < —
H )\” ()\_w>n

VAi>w, n=12,....

1.2 The dissipativity in an abstract setting

1.2.1 Dissipative operators on Banach spaces

Let X be a (complex) Banach space and denote by X* its (topological) dual
space.
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Given x € X, denote by .#(x) the set
I () ={z" € X" | (27, 2) = ||=||* = [|l="[|*}.

The set . (z) is called the dual set of z.

It is not difficult to prove that, for any x € X, . (z) is not empty. In fact,
if v =0, #(0) = {0}. If x # 0, in view of the Hahn-Banach Theorem, there
exists f € X* such that

(fra) =llll, Sl =1

Thus z* = ||z|| f belongs to .#(z), since

(@, 2) = 2l {f,z) = ll=l®, 2" = ll=lHIAl = ]

Generally speaking, the set .#(z) can contain more than one element. This
does not happen if X* is strictly convex, in particular if X is a Hilbert space.

Lemma 6 If X* is strictly convez, for any x € X the set F(x) contains only
one element.

Proof. Since .#(0) = {0}, the result is true if x = 0.
Let now x # 0 and let f, g be in .#(x); let us prove that

% € (). (1.25)

In fact, we have

(foay =zl =11, (g.2) = ll=|* = llgl

and therefore

1 1
(53l =500 + o) =

This implies
1
l21* < 511 + gl fl=]

from which

1
lzll < 511f + gl

On the other hand, since [|f + g[| < [[f[| + [|g]| = 2{[=]|, we have

1
SIF + gl = Il
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and this proves (1.25).
We have thus

1+ gl = 2[l«ll = [l + llgll -

Because of the strictly convexity of X*, this implies that f and g are linearly
dependent, i.e. there exists (a,b) # (0,0) such that af + bg =0 a.e..
Supposing a # 0, we find f = \g. Since

(9,2) = ||=||* = (f,2) = Mg, z)
we have A = 1 (note that x # 0 and then (g,z) # 0), i.e. f=g. O

Let us determine the dual set .#(x) in the particular case of the L? spaces.
Since the spaces LP(Q2) (1 < p < o0) are strictly convex, the dual set .Z(f)
contains only one element f*. Let us look for f* in the following form

oy d = e @) f@)* it fz) #0
f(){:o it f(x) = 0

where ¢y and « are to be determined.
Since f* has to belong to L4, and since

(@) = c}|f ()|

where f # 0, we must have ¢(a 4+ 1) = p, i.e. a = L-l=p-2
Imposing the condition (f*, f) = || f||> leads to

W2 = (1) = ¢ /f¢0|f|a+2dx:cf / Pz = e £

and then
cr= 127"

Let us prove that we have also [[f*||, = ||fll,- In fact, since |f*|? =
C(Jlf|f|q(a+1) = C?|f|p (where f # 0), we have

/Q |[f*[*dz = cj /f#o [flPda = | FIRE* = | £]]5.

We have then proved

Lemma 7 Let X = LP(Q) (1 < p < o0). The dual set F(f) contains only
the element f*, where

ey L= LI (@) [ f(2)|P=2 if f(x) #0
/ (@{:0 if f(x) = 0.
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Remark 2 If p =1, we can take

flz)
. = [flh=; i f(z) #0
[ (x) |/ ()]
—u@) @) =0,
where 1 is any measurable function such that [ (z)| < || f||1 a-e..
We leave the proof to the reader. This shows that there are infinite
functions f* in Z(f), provided that the set {z € Q| f(z) = 0} has positive
measure and || f||; > 0.

Let A: D(A) C X — X a linear operator, X being a (complex) Banach
space. A is said to be dissipative if, for any x € D(A), there exists z* € & (x)
such that

Fe (x*,x) < 0.

Remark 3 Let A be a linear operator defined on a subspace D(A) contained
in LP(§2), © being a domain in R” (1 < p < oo0). Thanks to Lemma 7, the
operator A is dissipative with respect to the LP-norm, briefly is LP-dissipative,
if, and only if,

%e/(Au,u}\u|p2dx <0, Yue D(A),
Q

where the integral is extended on the set {z € Q | u(z) # 0}.
A lemma which plays a key role is the following one.
Lemma 8 Let x,y € X. The inequality
ol < llz — ay] (1.26)
holds for any a > 0 if, and only if, there exists p € F(x) such that
Fe(p,y) < 0. (1.27)

Proof. If z = 0 the result is trivial, since .#(0) = {0}. Let x # 0.
If (1.27) is true, for any a > 0 we may write

z]* = (p,z) < (p,2) — aZRelp,y) = Rep, v — ay) < ||z ||z — ay|

and (1.26) follows.

Conversely, let us suppose that (1.26) holds for any a > 0. Let ¢, be an
element of .#(x — ay) and define 1, = ¢, /||¢a||. Note that ¢, # 0, because
|z]| < ||z — ay|| = ||¢al| and we are assuming x # 0.
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Moreover

(Yo, & — ay) = (P, = ay) /[l @all = [lz — oy = x| (1.28)

Because of the Banach-Alaoglu Theorem, we can find a sequence {«,} of
positive numbers such that a,, — 0 and 1, — 1), with

[0l < 1. (1.29)

Putting o = o, in (1.28) and letting n — oo, we find @

]l = (o, ) <[40l ]
from which, keeping in mind (1.29), we find

14| = 1.
Define ¢ = ||z|[1)o . Since

(o, 2) = ||zl (o, 2) = llz]I* = [ll|®

we have p € #(z). Moreover, the inequality

2]l < llo — ayll = Ze(a, 1) — aRe(ta, y) < 2] — aRe(ta, y)

shows that
He(a,y) < 0.

Putting o = v, and letting n — oo, we find (1.27). 0

This lemma has some interesting consequences.

Corollary 1 The linear operator A is dissipative if and only if, for any
x € D(A), we have
2]l < flz — aAz]] (1.30)

for any a > 0.

Proof. The operator A is dissipative if, and only if, for any x € D(A),
there exists ¢ € #(z) such that Ze(p, Az) < 0. Fixed x € D(A), Lemma
8 (where y = Ax) shows that this happens if and only if (1.30) holds for any
a > 0. O

The operator A is said to be m-dissipative if A is dissipative and go(A) N
R # 0.

(ONote that, if , — xo and 1, — g, then (¥, 2,) — (¥, x).

29



Corollary 2 The operator A is m-dissipative if, and only if, A is dissipative
and there exists X > 0 such that Z(A\M — A) = X.

Proof. If A is dissipative and Z(\ — A) = X, then (A — A)~! does exist
and is continuous, in view of (1.30). This shows that A is m-dissipative. The
converse is obvious. 0

Corollary 3 If A is closed and dissipative, then for any A > 0 the range
AN — A) is closed.

Proof. Let y, be a sequence in Z(AI — A) such that y, — yo. We can
write y, = A\x,, — Az, for some z,, € DA\ — A) = D(A).
Because of Corollary 1, we have

Hxn—&-p - xn” < H()‘xn—&-p - A"En-&-p) - (/\xn - Axn)” = ||yn+p - yn”

and then {z,} is a Cauchy sequence in X. Let xy be its limit. We have
Az, = ATy — Y — ATo — Yo. Since A is a closed operator, xy belongs to D(A)
and Axg = A\zg — yo, i.e. yg = Arg — Axg. This shows that gy, belongs to
XN — A), i.e. that Z(A\] — A) is closed. 0

Lemma 9 Let A be a linear operator and let u € o(A). Then A € o(A) if and
only if U™* belongs to B(X), where

U=T+\—p)(ul—A)""

In this case ®

(M — At = (ul — AU
Proof. If U~! does exist and is continuous, we have

M = A) (I = A)TU = (A=) + (uI = A)|(ul = AU =
(A=) (Il — A '+ NU P =0U"=1.

In the same way

(ul = AU = A) = (I = A)T U = )] +pl — A =
(ul = AU = p)(ud = A) 7+ IJ(ud = A) = (u] = A) " (pl — A) = Ip(a).

(5)Note that if A, u, A were numbers, we would have

1 1 1 1
A=A A—p+pu—-A p—A 1+/%;‘
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This means that (A — A)~! exists, is given by (uI — A)~'U~! and thus it
belongs to B(X).
The proof of the converse is similar. 0

1.2.2 The Lumer-Phillips Theorem

The next theorems provides new necessary and sufficient conditions under
which A generates a contraction semigroup.

Theorem 9 (Lumer-Phillips) If A generates a C° semigroup of
contractions, then

(1) D(A) = X;
(11) A is dissipative. More precisely, for any x € D(A), we have

Rel(x*, Ar) <0,V z* € S (x);

(iii) o(A) D o".
Conversely, if

(i’) D(A) = X;

(11°) A is dissipative;
(iii’) o(A) Mot # 0,

then A generates a C° semigroup of contractions.

Proof. Because of Hille-Yosida Theorem 7, the operator A generates a C°-
semigroup of contractions if and only if the following conditions are satisfied:

(a) A is closed;

(b) D(4) = X;

(c) o(A) D RT;

1

(d) IRl <X V> 0.

Let us suppose that A generates the C° semigroup of contractions T'(t).
Since (a)-(d) hold true, conditions (i) and (iii) are certainly satisfied. In order
to prove (ii), let z* denote any element in .#(x). We have

(", T(t)r — x) = (", T(t)x) — ||=]*

and since
(2", T(2)| < 2" [ 1T )] < =],
we find
Relz*, T(t)x — x) = Relx*, T(t)x) — ||z||* <O0.
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Supposing x € D(A), dividing by ¢ and letting t — 07, we get
He(x*, Az) <0

and (ii) is proved.
Conversely, let A be an operator satisfying (i’)-(iii’). Condition (b) is
obviously true.
Condition (a) follows from the fact that o(A) # () (see Lemma 1).
Let now pu € o(A) NRT and o = l%; since
1 1

I—aA=1——-A=—(ul—A)
T

the existence of (ul — A)~! implies that (I — a«A)~" does exist and
(I —aA)™ = p(ul —A)~"
Because of the dissipativity of A we have (see Corollary 1) ||(I—ad)7 || < 1,
ie.

1

(e = A)7H| < p (1.31)

If we choose A such that |\ — p| < p, we get

<1

IO = )l — A)7 < ’A;“'

and then the operator I + (A — u)(ul — A)~! is invertible (.

O)If B is a linear and continuous operator such that [|I — B| < 1, it is invertible and

o

B~ =) (I-B)"

n=0

This follows from a general result holding in an algebra 4 with unity e: if x € & is such
that ||z|| < 1, then e — x is invertible and

(e—x) ™t = Z x".
n=0

Indeed, for any integer s we have

S

(e—x)Zm” —e—2Tl = Zx"(e—x).
n=0

n=0

Letting s — oo,

(e—x)Zx"zesz"(e—x).
n=0

n=0

32



Lemma 9 assures that A € p(A4). We have shown that p € p(A) NR*
implies that all the interval (0,2u) (7) is contained in o(A). Replacing p by 24
we find that o(A) contains also every A > 0 such that

3 3
Ao 2 2

i.e. (0,31) C o(A). By iterating the argument it follows that R™ C o(A4) and
(c) is proved.
Assertion (d) follows from (1.31), taking into account that RT C o(A).

Lumer-Phillips Theorem can be stated in an equivalent form by using the
concept of m-dissipativity.

Theorem 10 (Lumer-Phillips) The operator A generates a C° semigroup

of contractions if, and only if, A is m-dissipative and D(A) = X .

Proof. The proof follows immediately from Theorem 9 and the definition
of m-dissipative operator. 0

The following theorem provides a useful sufficient condition for the
generation of a semigroup of contractions.

Theorem 11 Let A be a closed operator with D(A) = X. If A and A* are
dissipative, then A generates a C° semigroup of contractions.

Proof. Because of Lumer-Phillips Theorem 10, we have to prove that A
is m-dissipative. Since A is dissipative by hypothesis, all we have to show is
that there exists A > 0 such that Z(A — A) = X (see Corollary 2).

Let A be a positive number. In view of Corollary 3, Z(AI — A) is closed.
If Z(N — A) # X, we can find ¢ € X* such that ¢ # 0 and

(p, \x — Ax) =0, Ve DA —A)=D(A). (1.32)
Condition (1.32) can be written as
(Ap — A%p,x) =0, Ve D(A).

From the density of D(A) it follows Ao — A*p = 0.
On the other hand, in view of the dissipativity of A* and Corollary 1, we
have ||¢|| < ||A¢ — A*pl|. Then ¢ = 0 and this is absurd. 0

(M The inequality |\ — p| < g (> 0, A € C), means that A belongs to the open disc with
radius ¢ and center pu. Therefore, if we have A € R — as in the text — the inequality means
0 <A< 2u.
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Example 2 (The Convection Equation) Let us consider in L?(R") the
operator A defined as

D(A)={f e L*(R") | V-Vf e L*R")}

Af =V -V,
where V' = (vi,...,v,) is a real constant vector. The operator A is L*-
dissipative. In fact,
(Af.f)=— [ fV-Vide
Rn
and since®
- fV-Vfdxz/(V-Vf)fdx,
Rn n
we find

(Af, f)=0 vV f e D(A).

Let us show that A is m-dissipative: o(A)NRT # (). Indeed, we shall prove
more: p(A) D R*.
Let A > 0; given g € L*(R"), consider the equation

A —Af =g,

ie.
AM+V - Vf=g. (1.33)

This equation has one and only one solution in D(A). In fact, let
f(z) = /000 e gz —sV)ds.
Suppose first that g € CO"’O(]R”); we have
V.-Vf(x)= /000 eV - V,lg(x — sV)]ds = — /000 e —[g(x — sV)]ds =

— [eMg(x — SV)]:::O - )\/OOO e Mg(x — sV)ds = g(z) — \f(x)

O(S)The integration by parts can be justified in the following way. It is well known that
C>°(R"™) is dense in Hlo(R"); in a similar way, one can prove that, given f € D(A), there
exists a sequence f,, € C°°(R") such that f,, = f, V-V f, — V-V fin L?(R"). Therefore
/ fV-Vfdr= lim / V- Vfnde =
R™ m—00 Jpn

— lim (V me) fnL dr = _/ (VVf)fdJ?

m—r oo Rn Rn
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and then f is solution of (1.33).
To check that f € D(A), we have to prove that f and V - Vf belong to
L*(R™). One has

o0

]g x—sV)|ds <

<) |
o ([ o) -
(5 ) ([ e late = svipas)

|f )[Pdr < /da:/ gz — sV)|*ds.

Invoking Tonelli’s Theorem

D=

from which

1 o0
|f(z)|*dr < —/ e Mds [ |g(x — sV)[’dx =
R A Jo R®

1 > —As 2 1 2
3 ; e ds ||g||L2(R”) :ﬁHgHm(Rn)

ie.
1
1 fllz2@ny < b\ (E1VZE=08 (1.34)

Inequality (1.34) shows not only that f € L*(R™), but also that V -V f €
L?(R™). In fact, we know that V- Vf = g — A\f and then

1V -V llze@ny < llgllzz@ey + MM fllzz@ny < 2|19]| 2@ (1.35)

Let now g € L%(R™); there exists a sequence {g,} in C*°(€) such that
|9n — 9|lL2(rny — 0. Inequalities (1.34), (1.35) imply that, setting

fu(z) = / e gn(x —sV)ds,
0
we have f, € D(A) and
1o = fllzz@ny =0, V-V =V -Vfl2m — 0.

This shows that f € D(A). Moreover, from what we have just seen,
Ao+ Ve frn = gn. Letting n — oo, we get (1.33).
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We have then proved that, given g € L?*(R™), there exists a solution
f € D(A) of (1.33). In view of Corollary 2, A is m-dissipative.

Because of Lumer-Phillips Theorem 10, A is the generator of a contraction
semigroup.

The theory previously developed provides an existence and uniqueness
result for the Cauchy problem for the convection equation

{ u(x,t) = =V - Vyu(z,t)
u(z,0) = up(x)

and the solution satisfies the inequality

lu(- )| 2@ny < lJuollz2@ny-
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Chapter 2

LP-dissipativity of scalar second
order operators

2.1 General results

2.1.1 The main lemma

By C (©2) we denote the space of complex valued continuous functions having
compact support in 2. Let Cl(Q) consist of all the functions in C (Q) having
continuos partial derivatives of the first order.

In what follows, o7 is a n X n matrix function with complex valued entries
at e (C’t(Q))*, /" is its transposed matrix and ¢/* is its adjoint matrix, i.e.
A=

Let b = (b1,...,b,) and ¢ = (c1,...,¢,) stand for complex valued vectors
with b;,¢; € (C(Q2))*. By a we mean a complex valued scalar distribution in
(CH()".

We denote by .Z(u,v) the sesquilinear form
ZL(u,v) = /((427 Vu, Vv) — (bVu,v) + (u,eVv) — a(u,v))
Q

defined on C(Q) x C1(Q).
The integrals appearing in this definition have to be understood in a proper
way. The entries a"* being measures, the meaning of the first term is

/(g{ Vu, Vv) = / O OpT da™™.
Q Q

Similar meanings have the terms involving b and c. Finally, the last term
is the action of the distribution a € (C'(2))* on the function (u,v) belonging
to CH(Q).
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The form Z is related to the operator
Au = div(ef Vu) + bVu + div(cu) + au. (2.1)

where div denotes the divergence operator.
The operator A acts from C'(Q) to (C*(2))* through the relation

P(u,v) = /Q (Au, v)

for any u,v € C*(Q).

Instead of studying the dissipativity of the operator A, we start with the
dissipativity of the form #. Such a concept was given in [5].

The form . is called LP-dissipative if for all u € C*(Q)

Re L (u, |ulP~?u) >0 if p > 2; (2.2)
Ke L(Juf 2u,u) >0 ifl<p<2 (2.3)

The necessity of differentiating the case 1 <p <2 from p > 2 is due to the
fact that |u|?"2u € C*(Q) for ¢ > 2 and u € C*(Q).
The following lemma will play a key role.

Lemma 10 The form £ is LP-dissipative if and only if for all v € C’l(Q)
te [ [(ar 90.90) = (1 =2/p)(er = )9 ). o179 0)-
(1—2/p)*(/ V(|v]), V(\UD)] + /Q<fm(b +c), Im(vVv)) + (2.4)

| #ettvlo=cf) —alf >0

Here and in the sequel the integrand is extended by zero on the set where v

vanishes.

Proof. The proof of this Lemma is quite technical.
Suppose that p > 2 and that (2.4) holds. Take u € C*(f2) and set

v = |u](p_2)/2u. (2.5)

The function v belongs to C1() and |v| = |[ulP/2, ie. |u| = [v]>?. From
2.5 it follows also that u = |v|(2~P)/Py,
A direct calculation shows that
(o Vu, V([ul ")) = (o V(|jv| 7 v), V(|o| 7 0)) =
(o (Vv—(1—=2/p)|v| 'V |v]), Vo + (1 —2/p)|v| oV |v|) =
(et V0, 90) — (1= 2/p) ({Jo]""v o/ VJol, V) — (e Vo, [o] 09 o])) -
—(1=2/p)* (& Vo[, V[v]).
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Since

He((v.a V|v|, Vv) — (o Vv, 0V]|v|)) =
Fe(v(el Vv|, Vv) — (v.a7* V|v|,Vv)) = Ze((v(ef — a7™)V|v], VV))

we have
Kel o Vu, V(|ulP~u)) = Ze [(,o_{ Vv, Vv)—
(1 =2/p){(e7 — ")V (|v]). [v] " 0Vv) — (1 = 2/p)*(e V(|v]), V(|U\)>]-
Moreover, we have
(bVu, [ulP~*u) = (1 — 2/p) |v|bV|v| + TbVv
and then
Re(bVu, [ulP~*u) = 2 Ze(b/p) Ze(vVv) — (Imb) Im(vVv) =
Ze(b/p)V([v]*) — (Fmb) Im(vVv).

An integration by parts gives

/Qgi’e(qu, lulP~2u) = _L%Q(Vt(b/p))‘v‘z_/g<fmb’ Im(vVv)). (2.6)
In the same way we find
Felu, eV (JulP?u)) = Ze (1 —2/p) |v|cV|v] + veVD) =
2 Ze(c/p') RZe(WVv) + (Fmc) Im(vVv) =
ZFe(c/p)V(|[v]*) + (Fmc) ISm(vVo)
and then

/%’e(u,EVﬂu\p_zu)} = — / Fe(Vi(c/p)|v]* + /(ﬂm c, £m(vVv)).
Q Q 0 27)
Finally, since we have also
Ze(alu, [ul’*u) = (Zea)lul’ = (Zea) ],
the left-hand side in (2.4) is equal to Ze £ (u, |u[P~?u) and (2.2) follows from
<2.4\)/.iceversa, let us suppose (2.2) holds and let v € C'*(2). Since the function

2— o
u = |U|Tpv does not need to belong to C'(Q), we cannot proceed as for the
Sufficiency. In order to overcome this difficulty, set

24
e = (WP +e)2, u.=g? w. (2.8)
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We have

<d V“E’v(|ua|p_2u£)> =
lue|?2 (ot Ve, V) + (p — 2)|uc|P > (o7 Ve, u-V|uc|)

On the other hand, since dpg. = g *|v|0p|v], we can write

e P2 OpuOti. = g2 |olP? [(1 = 2/p)” 92> |v]*On g Okg-—
(1 —2/p) g= " (vOng-OkV + VOLVOG:) + OpvOkT] =
(1= 2/p)* g= "2 o]P 20 |v| Ok || -
(1 —2/p) g2 0[P~ (vOL|v| Ok + VOLVIE|V]) + g2 P 0[P 20RO .

This leads to

lu [P~ of Vue, Vo) = (1 —2/p)* g= P2 [P+ (o7 Vv, V|v])—
(1 —=2/p) g=P|v]P~ ({e vV|v], Vv) + (o Vv, v V|v|) + g2 7P |v|P (a7 Vv, V).

In the same way

lue [P (o Ve, uVue|) =
[(1=2/p)* g "D |oP*2 — (1 —2/p) g*|v["] (o V|v|, V|v])+
[— (1 =2/p) g P[0~ + g P20 ]P~%] (o Vv, 0V o).

Observing that g. tends to |v] as ¢ — 0 and that g-t|v| < 1, referring to
Lebesgue’s dominated convergence theorem we find

limy | (o Ve, ¥ (fucl*uc)) =
/(,@{ Vo, Vv) —
. Q
(1—-2/p) /Q \v_| ((vZ V|v|, Vv) — (o7 Vv, V|v])) —

(1 2/p)? / (e Vo], Vo) -

Similar computations show that
bV, [l 2u) = —(1 = 2/p)g "ol Vo] + g2 7|o] 276V,
(e, €V (Jus|""?ue)) = gi‘p\vl”_%[(l =) (1=2/p) g2 [vP'V]vl+
+(p = 2o/ + vV

a(ue, ‘UE‘p72u€> = aggfp’v|p7
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from which follows

lim [ (bVu,, |u|P?u.) = / (—(1—=2/p) |v|bV|v| +TbVv),  (2.10)
0

e—0 Q

hm/ﬂ(uE,EV(\uE\p_Qus)) = /Q (1 —2/p)|v|[cV|v| +vcVE),  (2.11)

e—0
lim/a(ue,|u5|p_2u5> :/a|v\2. (2.12)
Q Q

e—0

From (2.9)—(2.12) we obtain that

ll_I}(l) Ke g(usv |U€ |p_2Us)

exists and is equal to the left-hand side of (2.4). This shows that (2.2) implies
(2.4) and the necessity is proved for p > 2.
The proof for 1 < p < 2 hinges on the remark that (2.3) can be written as

%e/((ﬂ* Vau, V(JulP 72u)) + ©@Vu, [ulP ~2u) — (Vu, bV (|ul? ~2u))—
Q
—a(u, [u[P ")) > 0.

We omit the details. O

The interest of this Lemma is that it transform conditions (2.2)-(2.3) in
condition (2.4). Even if the last one seems to be much more complicated, it
has the big advantage that it does not contain the term |u[P=2.

2.1.2 A necessary condition and a sufficient condition

Lemma 10 has several consequences. A first one is that an LP-dissipative
operator has to be degenerate elliptic:

Corollary 4 If the form & is LP-dissipative, we have
(Fe ot €,€) 20 (2.13)

for any € € R".

Proof. We remark that condition (2.13) has to be understood in the sense
of measures, i.e. it means that, for any £ € R”,

/c%ws,@v >0
0
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for any nonnegative v € C(€2).
Given a function v, let us set

X = Ze(v|'oVv), Y = Im(v| v Vo),
on the set {x € Q| v # 0}. We have

Re(of Vv, V) = He (o (|v| "0 Vv), |v] o Vo) =
(Fe ot X, X)+ (Read YY)+ (Im(ed — ") X,Y),
Ze((of — ")V (|0]), Vo) oI 'v = Ze((of — o7") X, X +iY) =
(Im(ed — )X, Y),

Helof Vv|,V|v|) = (Ze o X, X).

Since ¥ is LP-dissipative, (2.4) holds. Hence, keeping in mind that the
next integral is extended on the set where v does not vanish,

{i,@edX,X) (Bed V.Y )+

Q \pPp

Wp™ ' Im o +0 " Im )X, Y) + (Im(b+c),Y)|v|+ (2.14)
e [div (b/p —c/p') — a] |v|2} > 0.

We define the function
o(z) = ofa) 0
where ¢ and ¢ are real functions with ¢ € C*(€2) and ¢ € C(Q). Since
o]0V = Jo| (o™ (Vo +i0Vy) %) = |o| 1oV + il Vi

on the set {x € Q | o(z) # 0}, it follows from (2.14) that

4
— %ﬁv@,vm+/92<%eﬂv%w>+
pr Ja Q

2/ oA(p™ Imof +p ™" Im e/ )Vo, Vo) + (2.15)
Q

/QQ<fm(b—|-C),V<p>+/§2,%’e[div(b/p—c/p’)—a] 0? >0

for any ¢ € C1(Q), p € C'().
We choose ¢ by the equality

1]
=15 log(0” +¢),
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where 4 € R and € > 0. Then (2.15) takes the form
&
(0% +¢)?

(p" Imay +p ™ Ima*)Vo,Vo)+ (2.16)

4
— | (Ze o/ Vo,Vo)+ /ﬁ/ He of Vo,Vo)+
Q

Y Ja
24

QQ2+€

M/Q in (Sm(b+c), Vo) + /Q%e [div (b/p —c¢/p) —a] * > 0

Letting e — 0" in (2.16) leads to

4
= [ #e s Vo v [ (e VoV
pp Ja Q
2#/((13_1fmszf‘i‘]?’_lfmszf*)VQ,Vg)—i- (2.17)
Q

" / o(Fm(b +¢), Vo) + / e ldiv (b/p— ¢/p) —a] & > 0.

Since this holds for any u € R, we have
/(%e,;z{Vg, Vo) =0 (2.18)
Q

for any ¢ € C'(9). )
Taking o(z) = 1(x) cos(£, z) with a real v € C1(Q) and £ € R", we find

/{(%’egqup, Vi) cos* (€, 1) — [(Ze of €, V) +
Q

(Ze ot V1, €)] sin(€, x) cos(€, @) + (Ze o7 €, E)U* () sin*(§,2)} > 0.
On the other hand, taking o(x) = ¥ (z) sin(&, z),

/Q{@e@sz, V) sin®(€, z) + [(Ze of £, V) +
(Re of Vi, €)] sin(€, ) cos(€, x) + (Fe of &, E)p* () cos* (€, 1)} = 0.

The two inequalities we have obtained lead to

/ (e of Vb, V) + / (e of €, €N > 0.
Q Q

Because of the arbitrariness of £, we find

/ (e o £,E)0° > 0.
Q
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On the other hand, any nonnegative function v € C () can be
approximated in the uniform norm in Q by a sequence 1?2, with 1, € C*°(Q),
and then (Ze o7 £, &) is a nonnegative measure. 0

It will be clear later that (2.13) is not sufficient for theLP-dissipativity.

The next corollary provides a sufficient condition. It shows that the LP-
dissipativity of A follows from the nonnegativity of a certain polynomial (whose
coefficients are measures) in 2n real variables. This polynomial depend on the
real parameters «, 3, which can be arbitrarily fixed.

Corollary 5 Let a, 8 two real constants. If

4
p—p,@eﬂﬁ,@ + (%e ot n,n) +2{(p"" Im o +p' 7 Imr*)E )+

(Fm(b+c),n) — 2(Ze(ab/p — Be/p), €)+ (2.19)
Ze[div((1—a)b/p—(1-B)e/p’) —a] =0

for any &, n € R", the form & is LP-dissipative.

Proof. In the proof of Lemma 10 we have integrated by parts in (2.6) and
(2.7). More generally, we have

2/p/ﬂ<%eb,,@e(@Vv)) = 20z/p/ﬂ<%eb,%e(@Vv))—
(1=a)fp [ (T D)l
2/p’/g)<9?ec,%e(@Vv)> = 2ﬁ/p'/ﬂ(9?ec,9?e(@VU))—

1B\ / Re(V'O)o]?

This leads to write conditions (2.4) in a slightly different form:
e [ [(or V0,90 = (L= 2/p) (o7 = ")Vl o] 19V}~
(1= 2/ Ve, TI)] + [ (7 +0), (7)) -

2/<@e(ab/p— Be/p'), Ze(vVv))+
)
[ etiv( = abfo = (1= Befs) - alof >0
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By using the functions X and Y introduced in Corollary 4, the left-hand
side of the last inequality can be written as

/Q QX, V),

where @) denotes the polynomial (2.19).
The result follows from Lemma 10. 0

Generally speaking, conditions (2.19) are not necessary for LP-dissipativity.
We show this by the following example, where .#m o7 is not symmetric.
Later we give another example showing that, even for symmetric matrices
Im gf , conditions (2.19) are not necessary for LP-dissipativity (see Example
7). Nevertheless in the next section we show that the conditions are necessary
for the LP-dissipativity, provided the operator A has no lower order terms and
the matrix .#m o7 is symmetric (see Theorem 12 and Remark 4).

—iy 1

where 7 is a real constant, b = ¢ = a = 0. In this case polynomial (2.19) is
given by

Example 3 Let n =2 and

(m +7&)* + (2 —v&1)* — (7 — 4/ (pp")) €]

Taking 72 > 4/(pp’), condition (2.19) is not satisfied, while we have the
LP-dissipativity, because the corresponding operator A is nothing but the
Laplacian.

2.1.3 Some other consequences of the main lemma

The next Corollary is an interpolation result

Corollary 6 If the form & is both LP- and LP -dissipative, it is also L'-
dissipative for any r between p and p', i.e. for any r given by

Vr=tlp+(1—t)/p (0<t<1). (2.20)

Proof. From the proof of Corollary 4 we know that (2.14) holds. In the
same way, we find

{fi@e@/x,m (B V.Y~

o pPp

WP Imof +pt Im )X, Y) + (Im(b+c),Y)|v|+ (2.21)
Ze [div (b/p' — c/p) — a] |v|2} > 0.
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We multiply (2.14) by ¢, (2.21) by (1 —¢) and sum up. Since
t/p+ (1 —t)/p=1/r" and rr' <pp,

we find, keeping in mind Corollary 4,

i@@eﬂf)(,X) + (Zed YY)~
g \rr’
20(rt Ime +r" Im )X, Y) + (Fm(b+c),Y)|o|+

+ %e [div (b/r —¢/1') — d] W} >0

and & is L"-dissipative by Lemma 10 . 0

Corollary 7 Suppose that either
Imof =0, FHedivb = Zedive =0 (2.22)
or
Ime = Img', Imb+c)=0, Zedivb=ZRedive=0. (2.23)

If ¥ is LP-dissipative, it is also L"-dissipative for any r given by (2.20).

Proof. Assume that (2.22) holds. With the notation introduced in
Corollary 4, inequality (2.4) reads as

/(i/(%eg{X,X)—F(%e;z{Y,Y)ﬂL
Q PP

(Fm(b+c),Y)|v| — Ze a|v|2> > 0.

Since the left-hand side does not change after replacing p by p/, Lemma 10
gives the result.
Let (2.23) holds. Using the formula

p tIma +p T Im ot =

prIme —p P Imat =—(1-2/p) Imo, (2.24)

we obtain

/ (i/(%eﬂ’x,x) + {(FegY,Y)—
Q \PPp

2(1—2/p)(Imey X,Y) — gzeaw) > 0.
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Replacing v by v, we find
/ <i,<9?e;z{x,x> + {(ZegY,Y)+
Q \Pp
21— 2/p)(Im ey X,Y) —%eah}\z) >0

and we have the LP'-dissipativity by 1 — 2/p = —1 4+ 2/p’. The reference to
Corollary 6 completes the proof. 0

2.2 The operator div(w/ Vu). The main
theorem

In this section we consider operator (2.1) without lower order terms:
Au = div(er Vu) (2.25)

with the coefficients a"* € (C(Q))*. The following theorem contains an
algebraic necessary and sufficient condition for the LP-dissipativity.

This result is new even for smooth coefficients, when it implies a criterion
for the LP-contractivity of the corresponding semigroup (see Theorem 15
below).

Theorem 12 Let the matriz .S m o be symmetric, i.e. Imoft = Imof.
The form

L(u,v) = /9(42% Vu, Vv)

18 LP-dissipative if and only if

p—2|(Ima §, )| < 2/p— 1 {Zeat £€) (2.26)
for any & € R™, where | - | denotes the total variation.
Proof.
Sufficiency. In view of Corollary 5 the form & is LP-dissipative if
4
p_p’<'%}e”(2{§’€> + (Zeorn,m) =21 =2/p(Ima&n) 20 (2.:27)
for any &, € R™.
By putting
2 —1
A=
p



we write (2.27) in the form

—2
b (Imgo/ \n) = 0.

Re of N\, \) + (Be of n,n) —
( )+ (e o) — T

Then (2.27) is equivalent to

S(En) = (Fe of 6,€) + (Bt o) — L= Fm g €,m) > 0

vp—1
for any £, 7 € R". )
For any nonnegative ¢ € C(Q2), define
= min L
€12 +(n|>= 1/ Em)e

Let us fix &y, no such that [&|* + |no]*> = 1 and

/\soz/ﬂy(foaﬂo)(ﬂ

We have the algebraic system

p—2
2% a4 — " =2
/g; ( 6%60 2\/pT1 m(d d )770) (,0 gpfo
p_2 * _
/9(2‘@6%770_2\/171‘%7%(52{_%)50)§0_2)\60770

This implies

p—2 . _
/9(2 %6%(50—770)+ﬁ Im(of — o )(50—770))%0 =
2)\0(50—770)

and therefore
[ (2 orteo =m0~ m) + T2t martco - mh.o - w) ) ¢ =

2 )‘go ’fO - 770‘2-

The left-hand side is nonnegative because of (2.26). Hence, if A\, < 0, we
find & = ny. On the other hand we have

)‘¢:/Q¢7(§0,50)90 =

/Q (2(@6%50@0) — %(ﬂmd@’g@) o >0.
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This shows that A, > 0 for any nonnegative ¢ and the sufficiency is proved.

Necessity. We know from the proof of Corollary 4 that if & is LP-
dissipative, then (2.17) holds for any o € él(Q), i € R. In the present
case, keeping in mind (2.24), (2.17) can be written as

/@vwm >0
Q

where

4
B = p—p/%eﬂ—i—;ﬂ%eg{—2u(l —2/p) Imf .

In the proof of Corollary 4, we have also seen that from (2.18) for any
o € CYQ), (2.13) follows. In the same way, the last relation implies
(#£.6) 20, ie.

% (et €,€) + 12 (e ot €,€) — 24 (1 — 2/p) (It £,6) > 0

for any £ € R", p e R.
Because of the arbitrariness of p we have

[earcere =0
(1 - 2/p)? (/Quwg,w)Q < (/Qc@e@zg,w)z,

p— 2|‘/ﬂm%€£ ’ 2\/—/%6%55

for any £ € R™ and for any nonnegative ¢ € C (Q).
We have

1.e.

(ﬂmszfﬁf ‘ 2¢/p— /%eﬁfflwl

for any ¢ € C'(Q) and this implies (2.26), because

p— 2|/| Imo €6 g=p—2| sup

peC(Q)
lel<g

2/p—1 sup / (et €600l < 20/p— 1 / (Be o €,6)g

peC(Q)
lel<g

/§2<ﬂm¢§,£>w‘ <

for any nonnegative g € C/(Q). O
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Remark 4 From the proof of Theorem 12 we see that condition (2.26) holds
if and only if

4

for any ¢,7 € R"™. This means that conditions (2.19) are necessary and
sufficient for the operators considered in Theorem 12.

Remark 5 Let us assume that either A has lower order terms or they are
absent and ' m g7 is not symmetric. Using the same arguments as in Theorem
12, one could prove that (2.26) is still a necessary condition for A to be LP-
dissipative. However, in general, it is not sufficient. This is shown by the
next example (see also Theorem 13 below for the particular case of constant
coefficients).

Example 4 Let n = 2 and let 2 be a bounded domain. Denote by o a not
identically vanishing real function in C?(Q2) and let A € R. Consider operator

(2.25) with
o 1 i)\al(UQ)
7 = ( _iAi(0?) 1 )

1.e.

Au = 61 ((91u + 7/)\81 (02) 02u) + 82(—2)\61 (0'2) (31u + (%u),

where 0; = 0/0x; (i = 1,2).
By definition, we have L?-dissipativity if and only if

e /Q (Bt + A (02) Dau)OhTE + (—iAdy (02) Drt + D)D) dit > 0
for any u € C1(Q), i.e. if and only if
/Q |Vul?dr — 2/\/981(02) Im(0uOsu) dr >0
for any u € C'(). Taking u = o exp(itzs) (t € R), we obtain, in particular,

2 / o2z — I\ / (01(02))%dz + / Vo 2dz > 0. (2.28)
Q Q Q

Since

/ (91(0%))2dz > 0,
Q

we can choose A € R so that (2.28) is impossible for all £ € R. Thus A is not
L2-dissipative, although (2.26) is satisfied.
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Since A can be written as
Au = Au — ’i)\(821<02) (91u — 811(0'2) 82u),

the same example shows that (2.26) is not sufficient for the L2-dissipativity in
the presence of lower order terms, even if &m o7 is symmetric.

Remark 6 It is nice to remark that from (2.26) we can immediately deduce
the following facts: let A be the differential operator (2.25) satisfying the
hypothesis of Theorem 12. Let us suppose that A is a degenerate elliptic
operator (i.e. it satisfies (2.13)). Then

(i) the corresponding form & if L?-dissipative;

(ii) if the operator A has real coefficients (#m .o/ = 0), then the
corresponding form & if LP-dissipative for any p.

Remark 7 In view of Theorem 12, it is now clear why condition (2.13) cannot
be sufficient for the LP-dissipativity when p # 2.

2.3 Operators with lower order terms

We know from Remark 5 that, if the partial differential operator A contains
lower order terms, the algebraic condition 2.26 is not necessary and sufficient
for the LP-dissipativity. One could ask if there are other algebraic necessary
and sufficient conditions for these more general operators.

Generally speaking, this is not possible. We can convince ourselves of that
by means of the following examples.

Example 5 Let A be the operator
Au = Au+ a(z)u

in a bounded domain 2 C R™, where a(z) is a real smooth function. Denote
by Ay the first eigenvalue of the Dirichlet problem for Laplace equation in 2.
A sufficient condition for A to be L2-dissipative is Zea < A\; and we cannot
give an algebraic characterization of A;.

Example 6 Let A be the operator
Au = Au+ pu

in a domain 2 C R", where p is a nonnegative measure. Lemma 10 shows that
A is LP-dissipative if and only if

4 .
/ lw|?dp < —// |Vwl’de ¥V w e C™(Q). (2.29)
Q pp Ja
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It is easy to show that, if (2.29) holds, then

p(F) 4
cope(F) < o (2.30)

for any compact set F' C Q, where capg(F) is the relative capacity of F
capg(F) = inf {/ Vul?de : ue C®(Q), u>1on F}
Q

In fact, if u € C°°(Q), with u > 1 on F, (2.29) implies that

4
p(F)é/qu,ué/ﬁd,ué—//|Vu|2da:
F Q pp Jo

and then A
pu(F) < — inf /|Vu|2dx,
PP e s /9
i.e. (2.30).

On the other hand, if
pE) 1
capq(F) ~ pp
for any compact set F' C 2, then (2.29) holds. This is a deep result and it is
due to V. Maz’ya (see [25, 26, 27]). One can show that the necessary condition
(2.30) is not sufficient and the sufficient condition (2.31) is not necessary.

(2.31)

However, if the operator has constant coefficients, then one can still give
necessary and sufficient conditions. This is the subject of the following
subsection.

2.3.1 Operators with constant coefficients

In this section we characterize the LP-dissipativity for the operator (2.1) with
constant complex coefficients. Without loss of generality we can write A as

Au = V(g7 Vu) +bVu + au, (2.32)
assuming that the matrix o7 is symmetric.

Theorem 13 Let 2 be an open set in R™ which contains balls of arbitrarily
large radius. The operator A is LP-dissipative if and only if there exists a real
constant vector V' such that

2Fe .V + Imb =0, (2.33)
Hea+ (FHeog V,V) <0 (2.34)
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and the inequality

p—2|(Ima & 6| <2vp—1{%e o {§) (2.35)
holds for any & € R".

Proof. First, let us prove the theorem for the special case b = 0, i.e. for
the operator

A = V(e Vu) + au.
If A is LP-dissipative, (2.4) holds for any v € C*(Q). We find, by repeating
the arguments used in the proof of Theorem 12, that

4
—//(%eﬂV@,V@ dx—i-u?/(%eg{VQ, Vo) dx—
PP Ja 9)

(2.36)
20 (1 —2/p)/ﬂ<ym£zvg, Vo) dr — (%ea)/QQde >0

for any o € C*°(Q) and for any x4 € R. As in the proof of Theorem 12 this
implies (2.35). On the other hand, we can find a sequence of balls contained
in 2 with centers z,,, and radii m. Set

om(x) = m "o (& — wm)/m),

where 0 € C(R"), spto C B;(0) and

/ o?(z)dr = 1.
B1(0)

Putting in (2.36) = 1 and ¢ = 9,,, we obtain
4

— (Ze o/ Vo, NVa)dy+ / (Ze g Vo, Na)dy —
PP JBi(0) B1(0)

2(1—2/p)/ (Im o/ Vo,Vo)dy —m*(Rea) >0
B1(0)

for any m € N. This implies Zea < 0. Note that in this case the algebraic
system (2.33) has always the trivial solution and that for any eigensolution V'
(if they exist) we have (Ze o7 V,V) = 0. Then (2.34) is satisfied.

Conversely, if (2.35) is satisfied, we have (see Remark 4)

ﬁ,wem@ (Gt ) —2(1— 2p)(Im g £.€) > 0

for any £,n € R™. If also (2.34) is satisfied (i.e. if Zea < 0), A is LP-dissipative
in view of Corollary 5.
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Let us consider the operator in the general form (2.32). If A is LP-
dissipative, we find, by repeating the arguments employed in the proof of
Theorem 12, that

4
= (e VoV dot [ e VoV do-
Pr Jao Q
2(1 - 2/p) / o (I o Vo, Vi) dat
Q

/Q%ﬂmb,Vg@)dm—%ea/g%x}O
Q Q

for any 0 € CH(Q), ¢ € C1(Q). By fixing o and choosing ¢ = t(n,z) (t € R,
n € R") we get

i/ <%eﬂVg,Vg>dx+(t2<%edn,n>—i—t(ﬂmb,n)—%ea)/Qde>O
pr Jo Q

for any ¢t € R. This leads to

(Imb,n)> < K (%e o n,n)

for any n € R™ and this inequality shows that system (2.33) is solvable. Let V'
be a solution of this system and let

z = e—Z<V,I>

u.
One checks directly that
Au = (Va7 V2) + (¢, Vz) + az)e!V?

where

c=2gV+b, a=a+ibV)—(zV,V).

Since we have
/(Au, u)[ulP~2dr = /(Vt(g{ Vz) + (¢, Vz) + az, 2)|2|P2dz,
Q Q
the LP-dissipativity of A is equivalent to the LP-dissipativity of the operator

Vi Vz)+ (c,Vz) + az.

On the other hand Lemma 10 shows that, as far as the first order terms
are concerned, the Zeb does not play any role. Since #mc = 0 because
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of (2.33), the LP-dissipativity of A is equivalent to the LP-dissipativity of the
operator
Vi Vz)+az. (2.37)

By what we have already proved above, the last operator is LP-dissipative
if and only if (2.35) is satisfied and Ze o < 0. From (2.33) it follows that Ze o
is equal to the left-hand side of (2.34).

Conversely, if there exists a solution V' of (2.33), (2.34), and if (2.35) is
satisfied, operator (2.37) is LP-dissipative. Since this is equivalent to the LP-
dissipativity of A, the proof is complete. 0

Corollary 8 Let Q be an open set in R™ which contains balls of arbitrarily
large radius. Let us suppose that the matrix Ze of is not singular. The operator
A is LP-dissipative if and only if (2.35) holds and

AFea < —((Reof) ™t Imb, Imb). (2.38)
Proof. If Ze o7 is not singular, the only vector V' satisfying (2.33) is
V =—(1/2)(%e o)™t Fmb

and (2.34) is satisfied if and only if (2.38) holds. The result follows from
Theorem 13. O

Remark 8 The Corollary 8 was proved in this way in [5]. The same result,
obtained with a different approach, can be found also in [17].

Example 7 Let n = 1 and Q = R!. Consider the operator

<1+2V%:_1

p—2

2) u” + 2’ — u,

where p # 2 is fixed. Conditions (2.35) and (2.38) are satisfied and this
operator is LP-dissipative, in view of Corollary 8.
On the other hand, the polynomial considered in Corollary 5 (with a =

g =0)is
Q(&n)=<2vpp_1

which is not nonnegative for any &, € R. This shows that, in general,
condition (2.19) is not necessary for the LP-dissipativity, even if the matrix
I m g is symmetric.

2
5—77) +2n+1
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2.4 Dissipativity and semigroups. Operators
with smooth coefficients

In this Section we want to investigate the relations between the concept of
dissipativity of the form & (introduced in Section 2.1) and the usual concept
of dissipativity of the operator A, as considered in Section 1.2. We consider
the generation of the corresponding semigroups as well.

We shall do that for operators with smooth coefficients. In all this section
A will be the operator

Au = div(e7 Vu) + bVu+au (2.39)

with the coefficients a*, " € C1(Q), a € C°(Q). Here  is a bounded domain
in R", whose boundary is in the class C*“ for some a € [0, 1) (this regularity
assumption could be weakened, but we prefer to avoid the technicalities related
to such generalizations).

We consider A as an operator defined on the set

D(A) = W2P(Q) nWh(Q). (2.40)

2.4.1 The dissipativity of the form ¥ and the
dissipativity of the operator A

We recall that the operator A is LP-dissipative if
e / (Au, w)[ul?~2dz < 0 (2.41)
Q

for any u € D(A).
The aim of this Subsection is to show that the LP-dissipativity of A is
equivalent to the LP-dissipativity of the sesquilinear form

ZL(u,v) = /((gf Vu,Vu) — (bVu,v) — alu,v)).
Q
In order to obtain that, we need some lemmas.

Lemma 11 The form & is LP-dissipative if and only if

%e/ﬁ (7 V0, V0) — (1~ 2/p) (s — ")V (e} [o] 0V )~
(1 —2/p)*(er V(|v]), V(\U!)ﬂdﬁ (2.42)
/Q<me, Im(vVv))dx + /Qe@e(vt(b/p) —a)|vf’dz =0

for any v € HL(Q).
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Proof.

Sufficiency. We know from Lemma 10 that & is LP-dissipative if and only
if (2.42) holds for any v € CY(Q). Since CHQ) C HL(Q), the sufficiency
follows.

Necessity. Given v € HL(Q), we can find a sequence {v,} € C*(Q) such
that v, — v in HJ(Q2). Let us show that

XE, | Unl 0, Vo, = xelv] 'OV in L*(Q), (2.43)

where E, = {z € Q | v,(z) # 0}, E ={z € Q | v(z) # 0}. We may assume
vn(z) = v(x), Vo, (z) = Vo(x) almost everywhere in 2. We see that

XE, |Un| "0, VU, = xelv] 'OV (2.44)

almost everywhere on the set £ U {x € Q\ E | Vu(x) = 0}. Since the set
{z € Q\ FE | Vu(z) # 0} has zero measure, we can say that (2.44) holds almost
everywhere in ).

Moreover, since

/ |XEn
G

for any measurable set G C Q and {Vw,} is convergent in L?*(Q),
the sequence {|xg,|va| "0, Vo, — xglv|7oVv [’} has uniformly absolutely
continuos integrals. Now we may appeal to Vitali’s Theorem to obtain (2.43).

From this it follows that (2.42) for any v € HJ () implies (2.42) for any
v e CY(). Lemma 10 shows that & is LP-dissipative. 0

vn|_lﬂann|2dx</|an|2da:
G

Lemma 12 The form & is LP-dissipative if and only if

e / (Lt Vi, V([ulP~2u)) — (bVu, |ufr~2u) — a [ulP)dz >0 (2.45)
Q

for any u € Z, where = denotes the space {u € C*(Q) | u|oq = 0}.

Proof.
Necessity. Since & is LP-dissipative, (2.42) holds for any v € H}(Q). Let
u € =. We introduce the function

2
Q(S)_{g ) 1 KIS E

Setting
ve = 0-(|ul) u
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a direct computation shows that u = o.(|ve|) v. and 2 (|u]) u = [o(Jv:])] ! ve,

where
p
2

= 2_p

2—p .
ez f0<s<e
O'E(S>_{ ‘ X E\
r if s > e2.

Therefore

(o7 Vu, V[eZ(Jul) ul) = (o Voe([ve]) ve], V(o=(Jve]) T ve]) =
(o [oc([ve]) Vve + oL([ve]) ve Vvel], o (Joe]) T Vv~
or(|vel)o*(vel)ve V]vel) =
(o Ve, Voe) + ol(|ve]Joe([ve)) ™! ((ve o Vve], Vo) — (o7 Ve, v Voe])) —
—0L([ve])?oc(Jve]) 7 (ve o Vve], v Vee]) .

Since

oe(Jve])

ol(lvel) [0 if 0 < ul <e
—(1=2/p) |v|™t if [u] > ¢

we may write

/Q (o Vi, V[G2(Ju]) u]) dir = / (o Vo, Vo) da—

—(1-2/p) L ((ve o Vve|, Vue) — (o Ve, v. Vve|)) dz—

E. |U6|

—(1 - 2/p)? / (e V)], 0,V ]ue]) do,

E.

where E. = {x € Q | |u(z)| > }. Then
[ (e Vu Vg ) do = [ o Vo, Ve.) do-
Q Q
(1—z/p)/w—z«vg%vwg,wg—Wwa,%vmm d—

(1-2/p) / (o Vo], T[]} dz + R(),
Q
where

R(e)=(1—- Q/p)/ 1 (ve{o? Vve|, Vvo) — (of Ve, v: V]ve|)) dx—

o\E. Vel
(1- 2/p)2/ (o Vx|, Vo) da.
O\E-
It is proved in [19] that if u € C?(Q) and u|sq = 0, then

lim " / |Vul*dr =0 (2.46)
Q\E.

e—0
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for any » > —1. Since

v.Vu, p—2
Vol | = \% (ﬁ x)‘ < Vo] = 2| V4l

in Fy \ E., we obtain

'/ (o7 V|ve|, Vve|) dz| < Kep_2/ |Vul?dz — 0
O\E. O\Ee

as € — 0. We have also
|v5|_1 |{(ve o V|ve|, Vue) — (o Voo, v V]u|)| < Kz€p_2|Vu|2

and thus R(e) = o(1) as ¢ — 0.
We have proved that

%e/ﬂ(g{ Vu, V]2 (|u|) u]) dv = Ze [/Q@z{ V., Vo) de—
(1=2/p) [ ((or = ") Flucl oe| 0.9 0~ (2.47)

(1=2/p) [ (of Vo, Vel da] +o(1).

By means of similar computations, we find by the identity

/(qu, lulP~?u)dr = / (bVu, [ulP~?u)dz—
Q

O\E-.

(1—2/p)/E (b, |U5|V(|v€|)>dx—|—/ bV, v.)da

E.
that
%e/(qu, lulP~?u)dr =
0 (2.48)
/(%e(b/p),V(\vEF))dx—/(fmb, Im(v:Vv))dz + o(1).
Q 0
Moreover
/|u|pdx:/ |u|pdm+/ |u|Pdx =
. P e (2.49)

v |2dx +/ |ulPde = / [v.|*dx + o(1).
Ee Q\EE Q
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Equalities (2.47), (2.48) and (2.49) lead to
%6/9«% Vu, VIe2(Ju]) u]) — (bVu, [ulP~?u) — alu|’)dz =
He [/(,@{ V., Vou.) de—
Q
~(1=2/p) [ (o = ") Vo], Vo) ocfuc| o=
~(U=2/p)? [ (o V], Vol o] +
/ Be(V (b /p) v, 2z + / (Imb, Im(5.Vv))dr—
Q Q

/ e a|v|*dr + o(1).
Q

As far as the left-hand side of (2.50) is concerned, we have

/ﬂ (o Vi, V[ (Jul) u]) di =

sp_g/ (of Vu,Vu) dx+/ (o Vu,V(JulP"?u)) dv
O\E. 2

and then

e—0

/Q(Vu, V(|ulP~2u)) — (bVu, [ulP~?u) — a|ul?)dz.

Letting € — 0 in (2.50), we complete the proof of the necessity.

hm‘%/gw Vu, VgZ(Jul) u]) — (bVu, [ul""*u) — alul")dz =

(2.50)

Sufficiency. Suppose that (2.45) holds. Let v € = and let u. be defined by

Proof.

Necessity. Let u € Z and g. = (Ju|? 4 €2)2. Since ¢?~2u € = we have

_/Q<Vt(b<z{Vu),u)g§2dx = [2<MVU,V(952U)>d$

60

(2.8). We have u. € = and arguing as in the necessity part of Lemma 10, we
find (2.9), (2.10) and (2.12). These limit relations lead to (2.42) for any v € =
and thus (2.42) is true for any v € H}(Q) (see the proof of Lemma 11). In
view of Lemma 11, the form & is LP-dissipative.

O

Theorem 14 The operator A is LP-dissipative if and only if the form & is
LP-dissipative.



and since
On(gru) = (p — 2)g* Ze((Opu, u)) U+ g? 204U

we have also

(g2 ~*a) =
(p — 2)|uP~* Ze({Opu, u)) u + |u|P~20u = O (JulP~*u) ifz € F,
eP 20 u if v € Q\ Fp.

We find, keeping in mind (2.46), that

e—0

lim/(;z{ Vu, V(gl~?u))dr = /(,Q{ Vu, V(JulP~?u))dz .
Q Q
On the other hand, using Lemma 3.3 in [20], we see that

lim [ (V'(e Vu),u)g? 2dx = /(Vt(;z{ Vu), u)|ulP~*dz.
Q

e—0 Q

Then
—/Q<Vt(,;z{Vu),u)|u]p_2dx = /Q@{VU,V(IUP_QU)M:E (2.51)

for any u € =. Hence

—/(Au,u>|u|p_2da::
Q

/Q(<£{ Vu, V(|ulP~?u)) — (bVu, |ulP~?u) — a |u|P)dz .

Therefore (2.45) holds. We can conclude now that the form & is LP-
dissipative, because of Lemma 12.

Sufficiency. Given u € D(A), we can find a sequence {u,} C = such that
U, — u in W2P(Q). Keeping in mind (2.51), we have

—/(Au,u>|u|p_2dx = — lim /(Aumun>|un|p_2dx =
0] n—oo Q

lim <ﬂ Vun7 V(‘un‘p72un)> - <bvun7 |un’p72un> —a ’u"’p)dx

n—0o0 Q

Since & is LP-dissipative, (2.45) holds for any v € = and (2.41) is true for
any u € D(A). 0
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2.4.2 Intervals of dissipativity

The next result permits to determine the best interval of p’s for which the

operator
Au = V(o Vu) (2.52)

is LP-dissipative. We set

in <%€ %(Z’)f,£>
emem [(Im o (2)E, &)

where M is the set of (¢, ) with £ € R", x € Q such that (¥ m o7 (x), &) # 0.

A:

Corollary 9 Let A be the operator (2.52). Let us suppose that the matrix
Im of is symmetric and that

(Ze o (1)€,€) 2 0 (2.53)

foranyxz € Q, £ € R*. If Sm o/ (x) =0 for any x € Q, A is LP-dissipative
for any p > 1. If I m of does not vanish identically on §2, A is LP-dissipative
if and only if

24+ 20A— VA1) <p<2+20A+ VA2 +1). (2.54)

Proof.
When Im o (x) = 0 for any x € Q, the statement follows from Theorem
12. Let us assume that #m ¢/ does not vanish identically; note that this

implies M # ().
Necessity. If the operator (2.52) is LP-dissipative, Theorem 12 shows that

p = 2| [(Im o (2)E,6)] < 2v/p — L{Ze o/ (2)S,€) (2.55)

for any x € 2, ¢ € R". In particular we have

p=2 _ (Zed(®)E8)
2vp—1 = [(Im .o/ (2)E,€)]

for any (£, ) € M and then

lp— 2|

——— <A\,
24/p—1

This inequality is equivalent to (2.54).
Sufficiency. If (2.54) holds, we have (p—2)? < 4(p—1)A?. Note that p > 1,
because 2 + 2A(A — VA2 +1) > 1.
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Since A > 0 in view of (2.53), we find [p— 2| < 24/p — 1A and (2.55) is true
for any (£, 2) € M. On the other hand, if z € Q and £ € R" with (£, z) ¢ M,
(2.55) is trivially satisfied and then it holds for any x € Q, £ € R". Theorem
12 gives the result. 0

The next Corollary provides a characterization of operators which are L”-
dissipative only for p = 2.

Corollary 10 Let A be as in Corollary 9. The operator A is LP-dissipative
only for p = 2 if and only if S m of does not vanish identically and A = 0.

Proof. Inequalities (2.54) are satisfied only for p = 2 if and only if
AN = VA2 =1) = AN+ VA2 + 1) and this happens if and only if A = 0.
Thus the result is a consequence of Corollary 9. 0

2.4.3 Contractive semigroups generated by the
operator div(e/ Vu)

Let A be the operator div(.e7 Vu) with smooth coefficients. In this subsection
we want to investigate when A generates a contraction semigroup.
In the next Theorem we suppose that A is strongly elliptic, i.e.

(Fe of (2)E,€) >0
for any x € Q, £ € R™\ {0}.

Theorem 15 Let A be the strongly elliptic operator (2.52) with Sm of =
Imart. The operator A generates a contraction semigroup on LP if and only

if
Ip = 2[[{Im o7 (2)€,8)| < 2¢/p— 1{Ze o/ (2),§) (2.56)

for any x € Q, £ € R".

Proof.

Sufficiency. 1t is a classical result that the operator A defined on (2.40)
and acting in LP(2) is a densely defined closed operator (see [1], [28, Theorem
1, p-302]).

From Theorem 12 we know that the form & is LP-dissipative and Theorem
14 shows that A is LP-dissipative. Finally the formal adjoint operator

A*u = V' (a* Vu)

63



with D(A*) = W22 (Q) N WP (Q), is the adjoint operator of A and since
Imo* = Im(a*)" and (2.56) can be written as

P =2l (I m a7 (2)S,€)] < 2/ — L{Ze 7" ()¢, ¢), (2.57)

we have also the L¥-dissipativity of A*.
The result is a consequence of Theorem 11.

Necessity. If A generates a contraction semigroup on LP, it is LP-dissipative.
Therefore (2.56) holds because of Theorem 12. 0

2.4.4 Quasi-dissipativity and quasi-contractivity

We know that, in case either A has lower order terms or they are absent
and #m g7 is not symmetric, condition (2.56) is not sufficient for the LP-
dissipativity. As we shall see now, it turns out that, for these more general
operators, (2.56) is necessary and sufficient for the so called quasi-dissipativity
of A, i.e. the dissipativity of A — wlI for a suitable w > 0. In other words, A
is LP-quasi-dissipative if there exists w > 0 such that

%/<Au,u>|u|p—2dx <wlul?
Q

for any u € D(A).
As a consequence, condition (2.56) is necessary and sufficient for the quasi-
contractivity of the semigroup generated by A (see Theorem 17 below).

Lemma 13 The operator (2.39) is LP-quasi-dissipative if and only if there
exists w = 0 such that

9?6/9 (7 Vo, V) — (1= 2/p) (7 — ")V (o). o] "0V}~
(1—2/p)*{e V(|v]), (\v[))}dm%—/(ﬂmb Im(vVv))de+  (2.58)
/9?6 (div(b/p) — a)|v|*dx > /\v[ dx

for any v € HL(Q).

Proof. The result follows from Lemma 11. 0
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Theorem 16 The strongly elliptic operator (2.39) is LP-quasi-dissipative if
and only if

p—2[[{(Im o (2)€,8)] < 2¢/p — 1 {Ze o (2)€,§) (2.59)
for any x € Q, £ € R".

Proof.
Necessity. By using the functions X, Y introduced in Corollary 4, we write
condition (2.58) in the form

4
/ {—,(ﬁ’eb@fX,X> + (Ze g YY)+
Q ‘PP
20pt Imag +p T Img*)X,Y) + (I mb,Y)|v|+
e [div(b/p) — a + w] |U|2}dx > 0.
As in the proof of Corollary 4, this inequality implies

4
— [ (Ze .o/ Vo,Vo)dr + T / (Fe of Vo,V o)dr+
PP Ja 9)

2M/((p‘lfmszwrp"lfmd*)v@,v@)d%

0

u/ o(Imb,Vo)dr + / Fe [div (b/p) — a + w] o*dx > 0
Q 0

for any o € C*(), 1 € R. Since
(Ima*Vo,Vo) =—(Im o' Vo, Vo) =—(Imge/ Vo, Vo)

we have

4
— | (Ze .o/ Vo,Vo)dr + 2 / (Fe of Vo,V o)dr—
pr Ja Q
20~ 2/p)p [ (Fm o7 Vo Ve)dot
0
u/ o(Imb,Vo)dr + / Fe [div (b/p) — a + w] o*dz > 0
0 Q
for any o € C1(Q), u € R.

Taking o(z) = 1(z) cos(¢, z) and o(x) = 1(z) sin(€, z) with ¢ € C1(Q2) and
arguing as in the proof of Corollary 4, we find

[@ve v [ (Beoudn:

0 0

u/(ﬂmb,vw>wdx+/%e [div (b/p) — a + w]¥*dz >0,
0 0
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where p € R and
4
B = p—p/%ed—l—;ﬁ%ey{—%l —2/p)pIm ot .
Because of the arbitrariness of £ we see that

/ (B E, 9P > 0
Q

for any 1) € C1(€Q). Hence (B¢&,€) >0, ie.
4
o e &)+ (e o §,6) = 2(1 = 2/p)plIm ot §,€) 2 0

for any x € Q, £ € R, u € R. Inequality (2.59) follows from the arbitrariness
of p.

Sufficiency. Assume first that #m g7 is symmetric. By repeating the first
part of the proof of sufficiency of Theorem 12, we find that (2.59) implies

pip,é%’@sszﬁ) + (Zeofn,n) — 21 —p/2){(Ime &) =0 (2.60)

for any x € Q, £&,n € R™.
In order to prove (2.58), it is not restrictive to suppose

He(div(b/p) — a) = 0.

Since A is strongly elliptic, there exists a non singular real matrix ¢ €
C*(Q) such that

(Ze o/ n,m) = (€0, n)
for any n € R™. Setting

s =01=2/p)(€") " Imo,
we have
(60— .7 &) = (Ze o n,n) —2(1 —p/2)(Im o &n) +|.7 &

This leads to the identity

A e €.6) + (Te pn.m) — 21— p/2(Ims €,1) =
pp A (2.61)
|6n— 7€+ p—p,@ed&@ — | 7€
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for any £, € R™. In view of (2.60), putting n = ¢~ . ¢ in (2.61), we obtain

%c@ms,@ Py (2.62)

for any & € R™.
On the other hand, we may write

(Imb,Y) = ((¢"") Imb,¢Y) =
(&) Imb,¢Y — 7 X)+ (") Fmb, 7 X).

By the Cauchy inequality
/((%_1)tﬂmb,$€Y - X)|v|dx >
Q
1
—/ |¢Y — .7 X|*dr — —/ (¢ ") Imb|?|v|*dx
Q 4 Jo
and, integrating by parts,

/Q((%_l)tfmb,yXMvMa: = %/Q((Cg_ly)tfmb,VﬂvF))dx =

1
—3 / Vi((g™ ) Fmb)|v]*dx.
Q
This implies that there exists w > 0 such that
/(ﬂmb,Y} 0| da > —/ GV — 7 X|2da —w/ lv[Pdz
Q Q Q
and then, in view of (2.61),

/{i/(%e;z{X,)QqL(%e;z{Y,YH—
Q PP

21 — p/2/{Im et X,Y) + <me,Y>|v|}dx >

/(i&%edX,X%lyXP) dm—w/|v|2dx.
Q \PP Q

Inequality (2.62) gives the result.
We have proved the sufficiency under the assumption .¥m o/t = Im o .
In the general case, the operator A can be written in the form

Au=V'((o +")Vu)/2 + cVu + au,
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where
c=Vi(ag—a")/2+b.

Since (o + /') is symmetric, we know that A is LP-quasi-dissipative if and
only if

p = 2| (I + &")€. &) < 2/p — 1L (Ze(ed + '), €)

for any & € R", which is exactly condition (2.59). 0

With Theorem 16 in hand, we may obtain the following corollary.

Corollary 11 Let A be the strongly elliptic operator (2.39). If S m of (x) =0
for any x € Q, A is LP-quasi-dissipative for any p > 1. If S m o/ does not
vanish identically on 2, A is LP-quasi-dissipative if and only if (2.54) holds.

Proof. The proof is similar to that of Corollary 9, the role of Theorem 12
being played by Theorem 16. 0O

The next theorem gives a criterion for the LP-quasi-contractivity of the
semigroup generated by A (i.e. the LP-contractivity of the semigroup generated
by A —wl).

Theorem 17 Let A be the strongly elliptic operator (2.39). The operator A
generates a quasi-contraction semigroup on LP if and only if (2.56) holds for
any x € 2, £ € R™.

Proof.

Sufficiency. Let us consider A as an operator defined on (2.40) and acting
in LP(Q). As in the proof of Theorem 15, one can see that A is a densely
defined closed operator and that the formal adjoint coincides with the adjoint
A*. Theorem 16 shows that A is LP-quasi-dissipative. On the other hand,
condition (2.57) holds and then A* is LY -quasi-dissipative. As in Theorem 15,
this implies that A generates a quasi-contraction semigroup on LP.

Necessity. If A generates a quasi-contraction semigroup on LP, A is LP-
quasi-dissipative and (2.56) holds. O

2.5 The angle of dissipativity

In this section we want to determine the angle of dissipativity of the operator

A=V (2)V),
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where o7 = {a;(x)} (i,j = 1,...,n) is a matrix with complex locally
integrable entries defined in a domain 2 C R".

This means that we want to find the complex values z such that the operator
zA is LP-dissipative, provided A itself is LP-dissipative.

It is known that, if o is a real matrix, then zA is dissipative if and only
if z belongs to a certain angle, which does not depend on the operator A (see
Remark 9 below). We shall find that for a complex matrix o7 the situation is
quite different: zA is LP-dissipative if and only if z belongs to a certain angle,
which depends on the operator A.

We know that, if & m o7 is symmetric, there is the LP-dissipativity of the
Dirichlet problem for the differential operator A if and only if

lp—2|[{(Fm o (z < 24/p — W PFe o (x (2.63)

for almost every x € 2 and for any £ € R".
For the sake of completeness we give a proof of the following elementary
lemma

Lemma 14 Let P and ) two real measurable functions defined on a set
Q C R"™. Let us suppose that P(x) > 0 almost everywhere. The inequality

P(z) cos? — Q(z) sin >0 (0 € [-m, 7)) (2.64)
holds for almost every x € ) if and only if
arccot [essinf (Q(z)/P(x))] — m < ¥ < arccot [esssup (Q(x)/P(x))], (2.65)

reD PSS

where = = {x € Q | P?(x) + Q*(z) > 0} and we set

+oo if P(z) =0
Qz)/P(x) = {_oo if P(x) =0, Q

Here 0 < arccoty < 7, arccot(+o00) = 0, arccot(—o0) =7 and

L
G

essinf (Q(2)/P(z)) = +oo, esssup (Q(z)/P(z)) = —co

T€EE
ZfE has zero measure.

Proof. If = has positive measure and P(z) > 0, inequality (2.64) means
cost — (Q(x)/P(x)) sinv > 0
and this is true if and only if

arccot (Q(z)/P(x)) — m < ¥ < arccot (Q(x)/P(x)). (2.66)
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If v € = and P(z) =0, (2.64) means

—r <9 <0, if Q(x) > 0<v<m, ifQ(zr) <0

This shows that (2.64) is equivalent to (2.66) provided that € Z. On the
other hand, if x ¢ =, P(z) = Q(x) = 0 almost everywhere and (2.64) is always
satisfied. Therefore, if = has positive measure, (2.64) and (2.65) are equivalent.

If = has zero measure, the result is trivial. 0O

The next theorem provides a necessary and sufficient condition for the LP-
dissipativity of the Dirichlet problem for the differential operator zA, where
z e C.

Theorem 18 Let the matrix of be symmetric. Let us suppose that the
operator A is LP-dissipative. Set

(I (D68 L (Ima ()66

A1 = essinf ess sup

woez (Zedd (2)E€,€)" 7 o= @W( )E,€)

where

=={(z,) € QxR" | (Ze o/ (x), &) > 0}. (2.67)
The operator zA is LP-dissipative if and only if

V- <argz <V, (2.68)

where

2/p—1 2 1 .
Y = amm( o3l 2ﬁp—1+|p—2m1> -7 ifp#F2
arccot(Aqy) — 7 ifp=2

\/7 .
9, — arcc“( B+ i v 2|A2) ifp#2
arccot(Asy) if p=2.

Proof. The matrix ¢/ being symmetric, .#m(e’ A) is symmetric and in
view of (2.63), the operator ¢’ A (with ¥ € [—m,x]) is LP-dissipative if and
only if

p — 2| [(Ze o7 ()€, &) sind + (Im o (2)§, ) cos V] <
2vp — 1((Ze of ()€, &) cosV — (Im of (2)€, ) sin )

for almost every x € 2 and for any ¢ € R™. Suppose p # 2. Setting

a(x,§) = |p = 2| {(Ze ot (2),€), b(x,§) = |p—2[{(Im o (x)¢,£),
c(z,8) = 2y/p — L{Fe o/ (2)S,€),  d(x,8) = 2¢/p = 1{(Im .o/ (2)¢,),
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the inequality in (2.69) can be written as the system

{ (c(x,&) — b(x,§)) cosV — (a(x, &) + d(z,£))sind > 0, (2.70)
(c(x,&) +b(x,&)) cosV + (a(z, &) — d(z,€§))sind > 0. '

Noting that c(z,&) £ b(x,£) > 0 because of (2.63), the solutions of the

inequalities in (2.70) are given by the ¢’s satisfying both of the following
conditions (see Lemma 14)

1 a(m,£)+d(:v,§) _ a(w,§)+d(z,§)
arccot ((e::vs?)lenafl —c(x,g)b(z,g)> m < ¥ < arccot (?ji)seual? —c(x,g)b(x,g)>

(z,8)€=2 (2.6)€Zs c(z,£)+b(z,€) )
(2.71)

arccot (ess inf %) — 71 < 9 < arccot (ess sup d(z,§)—a(z,§)

where

I
——

1= {(2,8) € AxR" | (al,§) + d(2,§))* + (c(x,€) — b(x,€))* > 0},
(z,€) € @ x R™ | (a(x,§) — d(@,§))* + (b(z,€) + c(z,§))* > 0}

We have

(11 [1]

2

a(x,§) d(z,§) = b(z, &) c(x,§),
a*(w,€) + 0 (x,6) + (2, 8) + d*(w,€) = p*((Ze o (2)€,6)* + (Im o (2)€,£)?)
and then, keeping in mind (2.63), we may write Z; = =, = =, where = is given
by (2.67).
Moreover

a(x,{) + d(l’,g) > d(l’, 5) — a(l’,g)

C(’Ia 5) - b([E,f) g C(xaé.) + b({L‘,f)
and then ¢ satisfies all of the inequalities in (2.71) if and only if

arccot (?fsé )1é15f %) — 7 < v < arccot <e(SS§;l£ %) (2.72)

A direct computation shows that

d@,6) —a(e,& _2/p=T1 1
(@) +b@8)  p—2 |p—2 2/p—1+Ip—2A(z,€)
ale,§) +d@.) _ 21 p 1
(@) —bw.€) -2 -2 2/p—T—|p—2/A@,¢)
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where

(Im ()68
M8 = e g

Hence condition (2.72) is satisfied if and only if (2.68) holds.
If p=2,(2.69) is simply

(Fe of (2)€,€) cosV — (Im of ()€, &) sind > 0

and the result follows directly from Lemma 14.

Remark 9 If o/ is a real matrix, then Ay = Ay = 0 and the angle of

dissipativity does not depend on the operator. In fact we have
2vp—1 P’ __ =2
=2 2vp-1Ip-2[ 2yp-1

and Theorem 18 shows that zA is dissipative if and only if

arccot —M — 7 < arg z < arccot M ,
24/p—1 24/p—1

1.e.

2¢/p—1
|arg z| < arctan | ———— | .
p—2|

This is a well known result (see, e.g., [12, 13, 31]).
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Chapter 3

Systems and higher order
operators

In this Chapter we survey several results concerning the LP-dissipativity of
systems of partial differential operators and the problem of the dissipativity of
higher order operators.
Such results are connected to the ones contained in the previous Chapter.
We are not going to give the proofs, but for each result, we indicate the
paper containing them.

3.1 Systems of partial differential operators

3.1.1 LP-contractivity for weakly coupled systems

In this Section we consider the operator
Ayu = 0;(a;j05u) + a;0u + Au, we (W (Q) N WP (Q)V, (3.1)

where a;;, a; are C'(Q) real functions and A is a N x N-matrix with complex
C%(Q) entries. The matrix {a;;} is supposed to be pointwise symmetric.
We introduce also the following operator which is associated to (3.1)

4 1
Au = —0;(a;;0;u) + —(p(A + A*) — 20;a;1)u, 3.2
—0y(a0h) + 5 (p(A + A) = 20]) (32)
where u € (H*(Q) N HL(Q))N.

The following result obtained by Langer and Maz’'ya shows that the LP-
contractivity of the operator A, is related to the L2-contractivity of the
operator A.
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Theorem 19 ([19]) Let Q@ C R" a bounded domain with a C** boundary
(0 < a < 1) and let A, the operator (3.1) which is supposed to be elliptic.
If the operator (3.2) generates a contraction semigroup on (L?(Q))N, then A,
generates a contraction semigroup on (LP(Q))N. Conversely, if there is a basis
of constant eigenvectors to A+A*, then A generates a contraction semigroup on
(L*(Q))N if A, generates a contraction semigroup on (LP(Q))N. In particular,
the converse holds in the scalar case.

This result was obtained by considering the functionals

J(w) = /(pip/aij(@iw,ajw> + Re((ptosa;1 — A)w,w>) dx,
Q
Jp(w) = /(aij(@w,ﬁjw) + Rel(ptosa;l — A)w,w)) dx
Q
_9)2
_ 22) / aij Re{Opw, w) Re{dw, wh|w|? dz,
p {w#0}

and the related constants

po= inf{J(w):we (Hy(Q)", [lw] =1},

pp = inf{Jy(w) 1w € (Hy()™, [lw]l2 = 1}.
Lemma 15 ([19]) The operator A, is dissipative in (LP(Q))N if and only if
fp 2 0.

We have also

Lemma 16 ([19]) Let 1 < p < oo and suppose that the principal part of A,
is positive. Then A and A, generate the semigroups T on (L*(Q))Y and T, on
(LP(Q)N, respectively, fulfilling the inequalities

IT@I <e™, Tl <e™™', t>0.
The constants v and i, are the best possible.

Lemma 16 implies that if p© = p,, then A, generates a contraction
semigroup on (LP)Y if and only if A generates a contraction semigroup on
(L*)N. Tt is therefore interesting to understand the relation between y and .

Lemma 17 ([19]) Suppose that 1 < p < oo and that the principal part of A,
is positive. Then p = i, if and only if at least one of the nonzero generalized
solutions of the equation

4 1
—Oa0,u) + oo (00T —p(A+ ANw = . w € (HY(@)"
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is of the form w = fc for some real-valued scalar function f and some c € CV.
Moreover, 1 is the least eigenvalue of the left-hand side of the equation.

Corollary 12 ([19]) Suppose that the principal part of A, is positive. Then
p < . If o= p,, there is a constant eigenvector to A+ A* on (1.

With these results at hand Langer and Maz’ya proved Theorem 19
formulated above.

The following interesting example concerns the equality o = p,, which is
always satisfied if N =1, in view of Lemma 17.

Example 8 Let A be the matrix

A(x):( L ‘_ﬂ'), r €.

2]

Since A has no constant eigenvectors, we have u < p, (see Corollary 12).
Therefore we can choose a suitable constant ¢ such that A, + ¢/ generates a
contraction semigroup on (LF(£2))?, while A does not generate a contraction

semigroup on (L?(£2))2.

3.1.2 Parabolic systems
The maximum modulus principle for a parabolic system

In this subsection we discuss the L* case. This subject has been widely
investigated by Kresin and Maz'ya (see [18] for a general survey of their result).
In particular they proved that for a system which is uniformly parabolic in
the sense of Petrovskii and in which the coefficients do not depend on ¢, the
maximum modulus principle holds if and only if the principal part of the
system is scalar and the coefficients of the system satisfy a certain algebraic
inequality (see Theorem 20 below).

They have considered the case in which the coefficients depend on t as
well, where they found necessary and, separately, sufficient conditions for the
validity of the maximum modulus principle.

They studied also maximum principles in which the norm is understood in
a generalized sense, i.e. as the Minkowski functional of a compact convex body
in R™ containing the origin. Also in this general case they give necessary and
(separately if the coefficients of the system depend on ¢) sufficient conditions
for the validity of the maximum norm principle.

Let Q C R™ be a bounded domain with a C** boundary (0 < o < 1) and
let Q7 be the cylinder Q x (0, 7).
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Let A be the differential operator

where A;;, A; and A are N x N matrices whose entries are complex valued
functions. The elements of A;;, 4; and A belong to C>%(Q2), C**(Q) and
C%(Q) respectively.

Moreover A;; = Aj; and there exists § > 0 such that for every z € Q and
every £ = (&, ...,&y) € RY, the zeros of the polynomial

A= det(&ngij + /\I)
satisfy the inequality Ze A < —d|¢|2.
du — Au =0, on Qr,
u('> 0) =¥ on Q> (33)
uloaxo,r =0,
where ¢ € (C?*(Q))" and vanishes on 9.

Theorem 20 ([17]) Let u be the solution of (3.3). In order that
[u(,8)lloe < ol VE € [0, 7],
for all ¢ € (C**(Q))N vanishing on 0N, it is necessary and sufficient that
(a) there are real-valued scalar functions a;; on Q such that for every i, 7,
A;j = a1 and the n x n-matriz {a;;} is positive definite;

(b) for alln;,¢ € CN,i=1,...,n, with Ze(n;, ¢) =0, the inequality

Fe{ai;j(ni,n;) — (Aimi, ) — (A, ()} =0
holds on €.

In the scalar case n = 1, condition (b) is reduced to the requirement that
the inequality
holds on €2, where {b;;} = {a;;} " (cfr. (2.38)).

Let us consider now the problem

ow+ A*w =0, on Qr,
w(-,T) =1, on 2, (3.4)
w|aaxjo,r] = 0,

where A* is the formally adjoint operator of A

Theorem 20 implies
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Corollary 13 Let w be the solution of (3.4). In order that
[w( Do < [[¥lle VE € [0,T],
for all ¢ € (C**(Q))N vanishing on 09, it is necessary and sufficient that

(a) there are real-valued scalar functions a;; on Q such that for every i, ],
A;j = a;;1 and the n x n-matriz {a;;} is positive definite;

(b) for allm;,¢ € CN,i=1,...,n, with Ze(n;,¢) = 0, the inequality
He{aij(min;) + (Ai¢,ni) — (A= 0;4)C. O =20
holds on 2.

Hinging on Theorem 20 and its Corollary 13 and using interpolation, one
arrives to the necessary and sufficient conditions for the validity of the LP
maximum principle for all p € [1, o] simultaneously:

Corollary 14 ([19]) Let u be the solution of (3.3). In order that
[u(- Ollp < llell, vt €[0,T],

for all p € (C?**(Q))N vanishing on 0 and for all p € [1,00], it is necessary
and sufficient that

(a) there are real-valued scalar functions a;; on Q such that for every i, 7,
A;j = a1 and the n x n-matriz {a;;} is positive definite;

(b) for allm;,¢ € CN,i=1,... n, with Ze(n;,¢) = 0, the inequalities
hold on §.

Applications to semigroup theory

Theorem 14 implies the following result about the contractivity property of
the semigroup generated by A,, where A, is the extension of the operator A
to the space

D(A,) = (W Q) NnW,P(Q)N, 1<p<oo

and A; is the closure in (LI(Q_))N of the operator A, whose domain is the
space of the functions in (C%%())" vanishing on 99).
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Theorem 21 ([19]) The operators A, generate contraction semigroups on
(LP())N for all p € [1,00) and on (Co(Q))N for p = oo simultaneously if
and only if

(a) there are real-valued scalar functions a;; on Q such that for every i, j,
A;j = a1 and the n x n-matriz {a;;} is positive definite;

(b) for allm;,¢ € CN,i=1,... ,n, with Ze(n;,¢) = 0, the inequalities

He{aij(ni,nj) — (Ami, ¢) — (A, Q) }
Fe{aij(ni,n;) + (A, m) — (A= 0;4:)¢, ()}

hold on €.

7

>
>

Example 9 Let us consider the Schrodinger operator with magnetic field
—(iV +m) iV +m) -V,

where m is an R™-valued function on 2 and V is complex-valued. Theorem
21 shows that this operator generates contraction semigroups on LP(2) for all
p € [1, 00] simultaneously if and only if

—ARe A=Y (ImA)?,  —ARe(A=0iA) =) (- ImA).
j=1 j=1

This is equivalent to the condition ZeV > 0 on ).

3.1.3 Two-dimensional elasticity

Let us consider the classical operator of two-dimensional elasticity
Eu=Au+(1-2v)'Vdivuy, (3.5)

where v is the Poisson ratio. It is well known that E is strongly elliptic if and
only if either v > 1 or v < 1/2.

In order to obtain a necessary and sufficient condition for the LP-
dissipativity of the elasticity system, we start with some results concerning
systems of partial differential equations of the form

A = 0("*(2)0h), (3.6)

where o7"*(x) = {a]f(x)} are m x m matrices whose elements are complex
locally integrable functions defined in an arbitrary domain 2 of R™ (1 < 4,5 <
m, 1 < h,k<n).
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Lemma 18 ([6]) The operator (3.6) is LP-dissipative in the domain 2 C R”"
if and only if

/ <%€<%hk 6kw,8hw>

Q

—(1 = 2/p)?|lw|™* Zel " w, w) Relw, Opw) Relw, Ohw)
—(1 —2/p)|w| 2 Ze({"™ w, Opw) Zelw, Opw)

— (" Opw, w) Zelw, 8hw>)>dx >0

for any w € (CH(Q))™.
In the particular case n = 2 we can deduce from Lemma 18 a necessary

algebraic condition:

Theorem 22 ([6]) Let Q be a domain of R If the operator (3.6) is LP-
dissipative, we have

Re ("™ (2)6 )N N) — (1= 2/p)* Be((o "™ (x)En&r)w, W) (Ze\, w))?
—(1 = 2/p) Ze({(o7™ (2)Er8)w, N) — (" (2)€n€r) A, w)) Ze(A, w)
>0
for almost every x € Q and for any £ € R?, \, w € C™, |w| = 1.

By means of Lemma 18 and Theorem 22 it is possible to prove the following
criterion for the LP-dissipativity of the two-dimensional elasticity:

Theorem 23 ([6]) The operator (3.5) is LP-dissipative if and only if

(1-3) <2552

By two last theorems one can make easily a comparison between F and A
from the point of view of the LP-dissipativity.

Corollary 15 ([6]) There exists k > 0 such that E — kA is LP-dissipative if

and only if
1 1\° 20—1)(2v—1)
(5_5) ST B

There exists k < 2 such that kA — E 1s LP-dissipative if and only if
1 1\’ _ 2w -1)
2 p (1—4v)? -~
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3.1.4 A class of systems of partial differential operators

In this Section we consider a system of partial differential operators of the form

Au = O (7" (2)Opu), (3.7)

where o7"(x) = {a};(x)} (i,j = 1,...,m) are matrices with complex locally

integrable entries defined in a domain 2 C R™ (h = 1,...,n). We note that
elasticity system is not a system of this kind.

One can characterize the LP-dissipativity of such operators by reducing

the study to one dimensional case. The next two Subsections are devoted to
auxiliary results for systems of ordinary differential equations.

Dissipativity for systems of ordinary differential equations
The results of this Subsection concern the operator

Au = (o (z)u'), (3.8)
where o7 (z) = {a;j(x)} (i, = 1,...,m) is a matrix with complex locally

integrable entries defined in the bounded or unbounded interval (a, b).
The corresponding sesquilinear form #(u,w) is given by

Z(u,w) = / (i) di

Theorem 24 ([6]) The operator A is LP-dissipative if and only if

Relof (T)NA) — (1 —2/p)? Zelof (2)w, w)(Re(\, w))?
—(1=2/p) Ze((o (2)w, A) — (o (x) A, w)) Ze(A,w) = 0

for almost every x € (a,b) and for any \,w € C™, |w| = 1.
A consequence of this Theorem is
Corollary 16 ([6]) If the operator A is LP-dissipative, then
He(at (x)\A) =0
for almost every x € (a,b) and for any X\ € C™.

We can precisely determine the angle of dissipativity of the matrix ordinary
differential operator (3.8) with complex coefficients.
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Theorem 25 ([6]) Let the operator (3.8) be LP-dissipative. The operator zA
18 LP-dissipative if and only if

V- <argz < 0.,

where

Y¥_ = arccot ((ess inf (Q(x,\,w)/P(x, )\,w))) -,

A\ W)EE

Y, = arccot (ess sup (Q(z, \,w)/P(z, A,w))) ;

(z,\w)EE

P(z,\,w) = Re(at (), A) — (1 = 2/p)* He(of (2)w, w)(Re(A, w))*
—(1=2/p) Ze({o/ (v)w, \) = (o (x) A, w)) Ze(X, w),

Q(z,\,w) = Im{e/ (2)A\,N) — (1 = 2/p)* Im(e/ (2)w, w) (Ze(A, w))*
—(1=2/p) Im({of (x)w, N) = (o (2)A,w)) Ze(A, w)

and = is the set
E={(z,\w) €(a,b) x C" x C™ | |w| =1, P*(z,\,w) + Q*(x, \,w) > 0}.

Another consequence of Theorem 24 is the possibility of making a
comparison between A and the operator I(d?/dz?).

Corollary 17 ([6]) There exists k > 0 such that A — kI(d*/dx?) is LP-
dissipative if and only if

ess inf P(x,\,w) > 0.
(2,2, w)E(a,b) xCM xCM
A =lw|=1

There exists k > 0 such that kI(d*/dx?) — A is LP-dissipative if and only if

ess sup Pz, \w) < c0.
(z,\,w)€E(a,b)xCM xC™M
IN=lwl=1

There exists k € R such that A — kI(d?/dx?) is LP-dissipative if and only if

essinf P(z,\,w) > —o0.
(z, A\, w)€E(a,b)xCM xC™
A=lwl=1
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Criteria formulated in terms of eigenvalues of the matrix o/ ()

In the particular case in which the coefficients a;; of operator (3.8) are real,
we can give a necessary and sufficient condition for the LP-dissipativity of A
in terms of eigenvalues of the matrix of.

Theorem 26 ([6]) Let of be a real matriz {ap;} with h,k =1,...,m. Let us
suppose of = of* and of > 0 (in the sense (of (x)€,€) = 0, for almost every
x € (a,b) and for any & € R™). The operator A is LP-dissipative if and only if

(% - %) (11 (&) + 1 (2)? < 12 (@)t ()

almost everywhere, where pi(x) and p,(x) are the smallest and the largest
eigenvalues of the matriz of (x) respectively. In the particular case m = 2 this
condition s equivalent to

(t- i) (1 (2))? < det o7 (2)

almost everywhere.

We have also:

Corollary 18 ([6]) Let o7 be a real and symmetric matriz. Denote by u(x)
and i, (x) the smallest and the largest eigenvalues of of (z) respectively. There
exists k > 0 such that A — kI(d?/dx?) is LP-dissipative if and only if

essinf | (L V/pr'/2) (@) + (L= Vop /2 p(@)] > 0. (39)

In the particular case m = 2 condition (3.9) is equivalent to

Vv ]>0.

ess inf {tr o (x) — 2p’ V(tr o7 (2))? — 4det o7 ()

z€(a,b)
If we require something more about the matrix o7 we have also

Corollary 19 ([6]) Let o be a real and symmetric matriz. Suppose of > 0
almost everywhere. Denote by ui(x) and p,(x) the smallest and the largest
eigenvalues of of (x) respectively. If there exists k > 0 such that A—kI(d*/dx?)
18 LP-dissipative, then

ess inf [#1($)Nm(iﬂ) - (1 - 1) (1 (z) + um(z))Ql > 0. (3.10)

z€(a,b) 2 D
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If, in addition, there exists C' such that

(o (2)€,€) < Cl¢f” (3.11)

for almost every x € (a,b) and for any & € R™, the converse is also true. In
the particular case m = 2 condition (3.10) is equivalent to

ess inf ldet of (x) — (% - %) (tr Q{(x)f] > 0.

z€(a,b)
Generally speaking, assumption (3.11) cannot be omitted even if o7 > 0
Example 10 Consider (a,b) = (1,00), m =2, o7 (z) = {a;;(x)} where
an(r) = (1—2/v/pp)z+ 27, an(@) = axn(z) =0,
as (@) = (1+2//pp)x + 2~
We have

@alo) = (31 ) (o) + male))? = 8-+ 4072/ )

and (3.10) holds. But (3.9) is not satisfied, because

(14 /pr'/2) p (@) + (1 = /pr'/2) po(x) =

Corollary 20 ([6]) Let o7 be a real and symmetric matriz. Denote by py(x)
and iy, (x) the smallest and the largest eigenvalues of of (x) respectively. There
exists k > 0 such that kI(d*/dz?) — A is LP-dissipative if and only if

ess sup [(1 — /P /2) m(z) + (1 4+ /pp'/2) ,um(yc)] < 00. (3.12)

z€(a,b)

In the particular case m = 2 condition (3.12) is equivalent to

IRV ey

esssup {tr o (x
z€(a,b)

— 4 det g%(:v)} < 0.

In the case of a positive matrix o7, we have

Corollary 21 ([6]) Let of be a real and symmetric matriz. Suppose of = 0
almost everywhere. Denote by ui(x) and p,(x) the smallest and the largest
eigenvalues of of (x) respectively. There exists k > 0 such that kI(d?/dx?) — A
1s LP-dissipative if and only if

ess sup i () < 00.
z€(a,b)
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LP-dissipativity of the operator (3.7)

We describe now necessary and sufficient conditions for the LP-dissipativity of
the system of partial differential operators (3.7).

By yn we denote the (n — 1)-dimensional vector (z1,...,Zp 1, Tpi1,- .-, Ty)
and we set w(y,) = {xp € R | z € Q}.

Lemma 19 ([6]) The operator (3.7) is LP-dissipative if and only if the
ordinary differential operators

Alyn)[u(zn)] = d(o/" (x)du/dey) /dz

are LP-dissipative in w(yy) for almost every y, € R™ (h = 1,...,n). This
condition is void if w(yy) = .

Theorem 27 ([6]) The operator (3.7) is LP-dissipative if and only if

Rel ")\ N) — (1 —2/p)> Belar"(x0)w, w)(Re(\, w))?
—(1=2/p) Ze({a" (x0)w, \) — (7" (x0)\,w)) Ze(A\,w) >0 (3.13)

for almost every xg € Q and for any \,w € C", |w|=1, h=1,...,n.

Remark 10 In the scalar case (m = 1), operator (3.7) can be considered as
an operator we dealt with in Section 2.2.

In fact, if Au = Y7, Ou(a"Oyu), a" being a scalar function, A can be
written in the form (2.25) with o/ = {cp}, chn = a®, e, = 0 if h # k. The
conditions obtained in Section 2.2 can be directly compared with (3.13). We
know that operator A is LP-dissipative if and only if (2.27) holds. In this
particular case (2.27) is clearly equivalent to the following n conditions

pip’ (RZea") 2+ (Rea")n* —2(1 —2/p)(Fma")én >0 (3.14)

almost everywhere and for any £,7 € R, h = 1,...,n. On the other hand, in
this case, (3.13) reads as

(Zea" )N\ — (1 = 2/p)*(%e a")(Re(\D)*
—2(1 = 2/p)(Ima") Ze( V@) Im(\T) > 0 (3.15)

almost everywhere and for any \,w € C, |w| = 1, h = 1,...,n. Setting
¢ +in = \w and observing that |[A\|]? = |M\w|* = (Ze(\w))? + (I m(\w))?, we
see that conditions (3.14) (and then (2.27)) are equivalent to (3.15).

Theorem 27 permits to determine the angle of dissipativity of the operator
(3.7):
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Theorem 28 ([6]) Let A be LP-.dissipative. The operator zA is LP-dissipative
if and only of 9_ < argz < 94, where

Y_ = max arccot <( ess inf (Qh(x,)\,w)/Ph(x,)\,w))) -,

z,\,W)EE}

Y, = min arccot | esssup (Qh(:c,)\,w)/Ph(x,)\,w))),

h=1,...,n (2 \w)EZp
and

Ph(x7)‘7w) = %e( ( ))‘7 /\> - (1 - 2/]7) ,@e(ﬂ’%x)u% >(%6</\ w))
—(1=2/p) 95’6(@2/1(96 A) = (" (@)X w) Ze(\,w),

Qn(, A, w)=Im{e/" (x )/\’)\>—(1—2/p)%fm<42fh(fﬁ)w>w>(%’@< w))?

—(1=2/p) Im((" (2)w, N) — (7" (2) X, w)) Ze(\,w),

En={(2,\,w) €QxC"xC" | |w| =1, Pz, )\, )+Qh($ A,w) > 0}.

If A has real coefficients, we can characterize the LP-dissipativity in terms
of the eigenvalues of the matrices .o7"(z):

Theorem 29 ([6]) Let A be the operator (3.7), where o™ are real matrices
{a?j} with 4,5 = 1,...,m. Let us suppose " = (") and " > 0
(h=1,...,n). The operator A is LP-dissipative if and only if

1 1\?
(5-3) 6@ + i) < oo
for almost every x € Q, h=1,...,n, where p(x) and p" (x) are the smallest

and the largest eigenvalues of the matriz " () respectively. In the particular
case m = 2 this condition is equivalent to

(é - %)2 (tr 7" (2))* < det 7" (2)

for almost everyx € Q, h=1,...,n

3.2 Higher order differential operators

There are many papers dealing with the contractivity of semigroups generated
by scalar or vector second order partial differential operators, but Langer and
Maz’ya [20] are the only ones for the time being to consider similar questions
for higher order differential operators. As we shall see in this Section, higher
order case has some peculiarities.
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3.2.1 Noncontractivity of higher order operators

The following simple example suggests that we cannot have L!-contractivity
for higher order operators in one dimension:

2m

al.2m

a m
au(m, t)+(—1)

The solution u is given by

u(e.t) = [ Kife— y)u(w.0)dy,
R
where the kernel K is such that
K =et", EeRt>0,

u(z,t) =0, reR,t>0.

IAQ being the Fourier transform of K;.
Since for m > 1 we have

1= K,(0) = / Ki(z)dz, 0=K'"0)= —/x2Kt(x) da,

the L'-norm || K;|| has to be > 1 and therefore the semigroup generated by the
operator
d2m
(_1)m+1_
dem
can not be contractive.

Maz’ya and Langer considered multi-dimensional operators with locally
integrable coefficients and they found that if 1 < p < 0o, p # 2, no linear
partial differential operator of order higher than two which contains (COO(Q))N
in its domain of definition can generate a contraction semigroup on (L?())".

This result is obtained at first by a deep study of the one-dimensional case,
where the following necessary and sufficient conditions can be proved:

Theorem 30 ([20]) Let k € N and p € [1,00). The integral

/w(k)|w|1”_1 sgnw dx
preserves sign as w ranges over real-valued elements of C’OO(Q) if and only if
p=2orke{0,1,2}.

Suppose now we have a linear partial differential operator A

A= a,D", (3.16)

la|<k

where the coefficients a, are in L{ (), Q being a domain in R".
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Theorem 31 ([20]) Suppose that p € [1,00), p # 2. If

%e/(Au, u) [ulP~? dx
Q

does not change sign as u ranges over CO’OO(Q), then A is of order 0, 1 or 2.

If u does not range over C>(Q), but only over (C®(Q))* (the class
of nonnegative functions of C'°(2)), then we have a quite different result,
provided the operator has real-valued coefficients:

Theorem 32 ([20]) Suppose that p € (1,00), p # 2 and that A is a linear
partial differential operator with real-valued coefficient functions. Assume that

/Q (Auw)u?~" do

does not change sign as u ranges over (C*(Q))*. Then either A is of order
0,1 or2, or A is of order 4 cmdggpg 3.

From Theorem 31 it follows the non contractivity of higher order operators
of the form (3.16), where a,, are N X N-matrices whose entries belong to L{ ()
(N being a positive integer). In fact for such operators we have:

Theorem 33 ([20]) If 1 < p < oo, p # 2, no linear partial differential
operator of order higher than two which contains (C*())N in its domain
of definition can generate a contraction semigroup on (LP(Q))N.

3.2.2 The cone of nonnegative functions

Sometimes it is known that the solutions of the Cauchy problem

{Sf(t) — Als(t)] (3.17)

are nonnegative on some interval. This is why the problem of contractivity on
the cone of nonnegative functions arises.

It is well known that the solutions of a Cauchy problem are norm
decreasing, provided that the related semigroup is contractive. The next
lemma can be considered as a parallel result in the cone of nonnegative
functions, when the theory of semigroups cannot be applied anymore.

In this Section the spaces LP are real.
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Lemma 20 ([20]) Suppose that the Cauchy problem (3.17) has a unique
solution of class C*(RT, LP) for every sy inD(A).
If 1 <p< oo, then
d
L soy,

t=0"*

for every s(0) € (D(A))" if and only if
/ (Au)uP~'dz <0 (3.18)
Q

for every u € (D(A))T. In the case p =1, (3.18) holds for every u € (D(A))"
if
lim inf ¢ (|[s(0) 1 = [5(0)[l1) <O (3.19)

for every s(0) € (D(A))*.

The following result follows from Lemma 20 and Theorem 32

Theorem 34 ([20]) Let 1 < p < oo, p # 2 and suppose that C®(Q) is a
subset of the domain D(A) of the linear partial differential operator A. Assume
furthermore that the coefficients of A belong to L _(Q) and that the Cauchy
problem (3.17) has a unique solution for all nonnegative initial data in D(A).

If

d

—||s(t <0

IR
for every s(0) € (D(A))*T, then either A is of order 0, 1 or 2, or A is of order
4 and % <p<3.

This theorem does not consider the case p = 1. In this case one can show
that if the operator A satisfies the condition of Theorem 34 and then (3.19)
holds, we have that the distribution

- Z (_1)\a|aaaa

lal<k

is a positive measure.
In the particular case of constant coefficients and smooth boundary, we
have also

Theorem 35 ([20]) Suppose that 1 < p < oo, that Q C R™ is open, bounded
and has C*-boundary and that the real constant coefficients {a;;re} fulfill

Qijke = Ajkie = Qjeik
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for allv,7,k and ¢, and also fulfill the relation

Z ijkeij€re 2 0

1<i,j,k,e<n

for all real symmetric n x n-matrices & = {&;}. Then
/(aijkeaiajakazu)up_l dr >0
Q

for all nonnegative functions w € W*4(Q) N WP (Q) if and only if S<p<s.

Corollary 22 ([20]) Suppose that % < p < 3 and that Q) and the coefficients
of the operator

A= _aijkéaijkéa

with domain W*P(Q) N WP(Q), fulfill the hypotheses of Theorem 35. Then
any differentiable solution s of the Cauchy problem (3.17) with nonnegative
initial value s(0) € D(A) fulfills

d
—lls@l <0.
dt g

An operator satisfying the conditions of Corollary 22 is A = —AZ
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