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Plücker map. This allows us to recover the result of Varchenko and Wright saying that
the polynomials appearing in the image of the Wronsky map are the initial values of the
tau-functions for the Kadomtsev-Petviashvili hierarchy.

Key words: MKP hierarchies; critical points; tau-function; Wronskian

2010 Mathematics Subject Classification: 37K20; 81R10; 35C08

Table of contents

1. Introduction
2. Wronski map
3. Coefficients of Wronskians
4. Wronskians and τ -functions
5. W5 and Desnanot - Jacobi

Всё смешалось в доме Облонских

1 Introduction

Let G = GLn(C), T ⊂ B− ⊂ G the subgroups of diagonal and lower triangular matrices,
X = B−\G the variety of full flags in V = Cn.

We have the Plücker embedding

P` = (P`1, . . . ,P`n−1) : X ↪→ P :=

n−1∏

i=1

PC
i
n−1 (1.1)

where Cin =
(
n
i

)
. On the other hand, in [9] there was introduced a map

W : X −→ (PN )n−1
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We have the Plücker embedding

P` = (P`1, . . . ,P`n−1) : X ↪→ P :=
n−1∏

i=1

PC
i
n−1,

where Cin =
(
n
i

)
. On the other hand, in [9] there was introduced a map

W : X −→
(
PN
)n−1

(N being big enough), which we call the Wronskian map since its definition uses a lot of Wron-
skians. This map has been studied in [10]. We will see below that W lands in a subspace

n−1∏

i=1

Pi(n−i)−1 ⊂
(
PN
)n−1

,
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so we will consider it as a map

W = (W1, . . . ,Wn−1) : X −→ P′ :=
n−1∏

i=1

Pi(n−i)−1. (1.1)

The present note, which may be regarded as a postscript to [10], contains some elementary
remarks on the relationship between P` and W.

We define for each 1 ≤ i ≤ n− 1 a linear contraction map

ci : PC
i
n−1 −→ Pi(n−i)−1,

such that

Wi = ci ◦ P`i,

see Theorem 3.3.
For g ∈ G let ḡ ∈ X denote its image in X; let

Wi(g) = (a0(g) : · · · : ai(n−i)(g)),

and consider a polynomial

yi(g)(x) =

i(n−i)−1∑

q=0

aq(g)
xq

q!
.

As a corollary of Theorem 3.3 we deduce that the polynomials yi(g) are nothing else but the
initial values of the tau-functions for the KP hierarchy, see Theorems 4.8 and 4.14; this assertion
is essentially [12, Lemma 5.7].

As another remark we reinterpret in Section 5 the W5 identity instrumental in [10] as a par-
ticular case of the classical Desnanot–Jacobi formula, and explain its relation to Wronskian
mutations studied in [9, 10]. We note some interesting related references [4, 6].

2 Wronsky map

We fix a base commutative ring k ⊃ Q. Let

f = (f1(t), . . . , fn(t))

be a sequence of rational functions fi(t) ∈ k(t). Its Wronskian matrix is by definition an n× n
matrix

W(f) =
(
f

(j)
i (t)

)
,

where f (j)(t) denotes the j-th derivative.
The determinant of W(f) is the Wronskian of f:

W (f) = det(W(f)).

If A = (aij) ∈ gln(k) is a scalar matrix,

W (fA) = det(A)W (f),

W (f1, . . . , fn)′ =
n∑

i=1

W (f1, . . . , f
′
i , . . . , fn).
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2.1 The map W

Let

M = (bij)1≤i≤n,1≤j≤m ∈ Matn,m(k)

be a rectangular matrix. Let us associate to it a sequence of polynomials of degree m− 1

b(M) = (b1(M, t), . . . , bn(M, t)), bi(t) =
m−1∑

j=0

bi,j+1
tj

j!
.

In general we identify the space of polynomials of degree ≤ m− 1 with the space of k-points of
an affine space:

k[t]≤m−1
∼−→ Am+1(k),

m−1∑

j=0

bj
tj

j!
7→ (b0, . . . , bm−1).

For 1 ≤ j ≤ n let b≤j(M) denote the truncated sequence

b(M)≤j = (b1(M, t), . . . , bj(M, t)).

We define a sequence of polynomials

W(M) = (y1(M), . . . , yn−1(M)) := (W (b(M)≤1), . . . ,W (b(M)≤n−1)) ∈ k[t]n−1.

Note that if n = m then

W (b(M)) = detM,

it is a constant polynomial.
If A ∈ gln(k) then

b(AM) = b(M)At.

It follows that if eij(a), i > j, is a lower triangular elementary matrix then

b(eij(a)M) = (b1(M), . . . , bj(M) + abi(M), bj+1(M), . . . ),

whence

W(eij(a)M)) = W(M).

It follows that for any A ∈ N−(k) (a lower triangular with 1’s on the diagonal)

W(AM) = W(M). (2.1)

On the other hand, if

D = diag(d1, . . . , dn) ∈ gln(k)

then

W(DM) =

n∏

i=1

di ·W(M).

In other words, if A ∈ B−(n,k) (the lower Borel),

W(AM) = det(A)W(M), (2.2)

which of course is seen immediately.
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2.2 Degrees and Bruhat decomposition

Suppose that n = m. We will denote by G = GLn, B− ⊂ G the lower triangular Borel, N− ⊂ B−
etc.

For a matrix g ∈ G(k) let W(g) = (y1(g), . . . , yn−1(g)), and consider the vector of degrees

d(g) = (d1(g), . . . dn−1(g)) = (deg y1(g), . . . ,deg yn−1(g)) ∈ Nn−1.

It turns out that d(g) can take only n! possible values situated in vertices of a permutohedron.
Namely, consider the Bruhat decomposition

G(k) = ∪w∈WB−(k)wB−(k),

W = Sn−1 = W (G,T ) being the Weyl group.
Identify Nn−1 with the root lattice Q of Gs := SLn using the standard base {α1, . . . , αn−1}⊂Q

of simple roots.
Then it follows from [9, Theorem 3.12], that for g ∈ B(w) := B−(k)wB−(k)

d(g) = w ∗ 0,

where 0 = (0, . . . , 0) and ∗ denotes the usual shifted Weyl group action

w ∗ α = w(α− ρ) + ρ.

In other words, if

w ∗ 0 =
n−1∑

i=1

di(w)αi

then

di(g) = di(w), 1 ≤ i ≤ n− 1.

Example 2.1. Let n = 3. For g = (aij) ∈ GL3(k)

y1(g) = a11 + a12x+ a13
x2

2
,

y2(g) = ∆11(g) + ∆13(g)x+ ∆23(g)
x2

2
.

Here ∆ij(g) denotes the 2× 2 minor of g picking the first two rows and i-th and j-th columns.
We have two simple roots α1, α2.
For g ∈ GL3(k) the vector d(g) can take 6 possible values: (0, 0), (1, 0), (0, 1), (1, 2), (2, 1),

and (2, 2), these vectors forming a hexagon, cf. [9, Section 3.5].
One checks directly that

B− = d−1(0, 0).

This means that g ∈ B− if and only if a12 = a13 = ∆23(g) = 0.
Similarly

B−(12)B− = d−1(1, 0), B−(23)B− = d−1(0, 1), B−(123)B− = d−1(2, 1),

i.e., g ∈ B−(123)B− if and only if ∆23(g) = 0;

B−(132)B− = d−1(2, 1), B−(13)B− = d−1(2, 2)

(the big cell). This means that g ∈ B−(13)B− if and only if a12 6= 0, a13 6= 0, ∆23(g) 6= 0.
These formulas may be understood as a criterion for recognizing the Bruhat cells in GL3,

cf. [5].
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Therefore the Wronskian map induces maps

W(w) : B(w) −→
n−1∏

i=1

Pdi(w)

for each w ∈W .

2.3 Induced map on the flag space

Let D ∈ N be such that di(g) ≤ D for all g ∈ G, i ∈ [n− 1] := {1, . . . , n− 1}.
The invariance (2.1) implies that W induces a map from the base affine space

WF̃`− : F̃`− := N−\G −→ k[t]n−1
≤D

∼
=
(
AD+1

)n−1
(k),

while (2.2) implies that W induces a map from the full flag space

WF`− : F`− := B−\G −→ P(k[t])n−1
≤D

∼
=
(
PD
)n−1

(k).

More explicitly: we can assign to an arbitrary matrix g = (bij) ∈ G a flag in V = kn

F (g) = V1(g) ⊂ · · · ⊂ Vn(g) = V,

whose i-th space Vi(g) is spanned by the first i row vectors of g

vj(g) = (bj1, . . . , bjn) ∈ V, 1 ≤ j ≤ i.

It is clear that F (g) = F (ng) for n ∈ B−, and the map

F : G −→ F`(V ),

where F`(V ) is the space of full flags in V , induces an isomorphism

B−\G ∼−→ F`(V ).

On the other hand consider the restriction of F to the upper triangular group

FN : N ↪→ F`(V );

this map is injective and its image is the big Schubert cell.
We may also consider the composition

WN : N ↪→ F`−
WF`−−→

(
PD
)n−1

.

We will see below (cf. Section 3.6) that this map is an embedding.

2.4 Partial flags

More generally, for any unordered partition

λ : n = n1 + · · ·+ np, ni ∈ ZZ>0

we define in a similar way a map

W : F`λ,− := Pλ,−\G −→
(
PD
)p−1

.

For example, for p = 2 (Grassmanian case) corresponding to a partition λ = i+ (n− i)

W : F`λ,− = Grin −→ PD.
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3 Coefficients of Wronskians

3.1 Plücker map

3.1.1 Schubert cells in a Grassmanian

For i ∈ [n] := {1, . . . , n} let Cin denote the set of all i-element subsets of [n].
The natural action of W = Sn on Cin identifies

Cin
∼
= Sn/Si.

Let Pi ⊂ G = GLn denote the stabilizer of the coordinate subspace Ai ⊂ An, so that

G/Pi
∼
= Grin,

the Grassmanian of i-planes in An. The Bruhat lemma gives rise to an isomorphism

Cin
∼
= B\G/Pi.

This set may also be interpreted as “the set of F1-points”

Cin = Grin(F1),

whose cardinality is a binomial coefficient

|Cin| = Cin =

(
n

i

)
.

3.1.2 A Plücker map

Consider a matrix

M = (bij)i∈[n],j∈[m] ∈ Matn,m(k)

with n ≤ m. For any j ∈ [n] M≤j will denote the truncated matrix

M≤j = (bip)i∈[j],p∈[m] ∈ Matj,m(k).

We suppose that rank(M) = n.
For any j ∈ [n] consider the set of j × j minors of M

pj(M) = (∆[j],I)I∈Cjm ∈ AC
j
m(k)

or the same set up to a multiplication by a scalar

p̄j(M) = π(pj(M)) = PC
j
m−1(k),

where π : AC
j
m(k) \ {0} −→ PC

j
m−1(k) is the canonical projection.

We will use notations

P̃`(M) = (p1(M), . . . , pm(M)) ∈
m∏

j=1

AC
j
m(k)

and

P`(M) = (p̄1(M), . . . , p̄m(M)) ∈
m∏

j=1

PC
j
m−1(k).
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Suppose that m = n, so we get maps

P̃` = (P`1, . . . ,P`n) : GLn −→
n∏

j=1

AC
j
n

and

P` : GLn −→
n∏

j=1

PC
j
n−1.

It is clear that P`(zM) = P`(M) for z ∈ N− ⊂ G = GLn and P`(bM) = P`(M) for b ∈ B− ⊂ G,
so P̃`, P` induce maps

P`F̃` : F̃`− = N−\G −→
n∏

j=1

AC
j
n

and

P`F` : F`− = B−\G −→
n∏

j=1

PC
j
n−1.

3.2 Schubert cells in Grassmanians

For i ∈ [n] consider the i-th Plücker map

P`i : G −→ AC
i
n .

We will compare it with the i-th component of the Wronskian map

Wi : G −→ Adi+1, g 7→ yi(g).

To formulate the result we will use the Schubert decomposition from Section 3.1.1.
Let p = `(w) denote the length of a minimal decomposition

w = sj1 · · · sjp
into a product of Coxeter generators sj = (j, j + 1).

Let

I0 = Imin = {1, . . . , i} ∈ Cin.

Sometimes it is convenient to depict elements of Cin as sequences

I = (e1 . . . en), ej ∈ {0, 1},
∑

ej = i. (3.1)

In this notation

I0 = 1 . . . 10 . . . 0.

We define a length map

l : Cin −→ Z≥0, (3.2)

as follows: identify Cin
∼
= Sn/Si, then for x̄ ∈ Cin `(x̄) is the minimal length of a representative

x ∈ Sn.
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Example 3.1. l(I0) = 0. The element of maximal length is

Imax = 0 . . . 01 . . . 1.

Its length is

l(Imax) = i(n− i).

Claim 3.2. Let w0 ∈ Sn = W (GLn) denote the element of maximal length. Then

di := d(w0) = l(Imax) = i(n− i).

This is a particular case of a more general statement, see below Corollary 3.6.

For each j ≥ 0 consider the subset

Cin(j) = l−1(j) ⊂ Cin,

so that

Cin =

di∐

j=0

Cin(j).

For example

Cin(0) = {I0}, Cin(di) = {Imax}.

3.2.1 Symmetry

|Cin(j)| = |Cin(di − j)|.

3.2.2 Range

Cin(j) 6= ∅ iff 0 ≤ j ≤ di. In other words, the range of l is {0, . . . , di}.
The following statement is the main result of the present note.

3.3 From P` to W: a contraction

Theorem 3.3.

yi(g)(t) =
∑

I∈Cin

∆[i],I(g)m(I)
tl(I)

l(I)!
=

di∑

j=0

( ∑

I∈Cin(j)

m(I)∆[i],I(g)

)
tj

j!
,

where the numbers m(I) ∈ Z>0 are defined below, see Section 3.4.

In other words, the map l induces a contraction map

c = ci : AC
i
n −→ k[t]≤di ,

c((aI)I∈Cin) =

di∑

j=0

( ∑

I∈l−1(j)

m(I)aI

)
tj

j!
.

Then

Wi = ci ◦ P`i .
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We will also use the reciprocal polynomials

ỹi(g)(x) = xdiyi(g)
(
x−1

)
. (3.3)

Proof of Theorem 3.3 is given below after some preparation.

Examples 3.4.

(i) Let n = 4, i = 2. A formula for y2(g), g ∈ N4 is given in [10, equation (5.11)]:

y2(g)(t) = ∆12(g) + ∆13(g)t+ (∆14(g) + ∆23(g))
t2

2
+ 2∆24(g)

t3

6
+ 2∆34(g)

t4

24
, (3.4)

where for brevity

∆I := ∆12,I

for I ⊂ [4].

(ii) More generally, for g ∈ GLn

y2(g) = ∆12(g) + ∆13(g)t+
(
∆14(g) + ∆23(g)

) t2
2

+
(
2∆24(g) + ∆15(g)

) t3
6

+
(
2∆34(g) + 2∆25(g) + ∆16(g)

) t4
24

+ · · · ,

deg y2(g) ≤ n(n− 2), the exact degree depends on the Bruhat cell which g belongs to.

(iii) Let again n = 4. Then (see [10, equation (5.11)])

y3(g) = ∆123(g) + ∆124(g)t+ ∆134(g)
t2

2
+ ∆234(g)

t3

6
.

3.4 Creation operators ∆i

Fix n ≥ 2. For

I = {i1, . . . , ik} ∈ Ckn
we imply that i1 < · · · < ik.

We call i = ip admissible if either p = k and ip < n or ip+1 > ip + 1. We denote by Io ⊂ I
the subset of admissible elements.

For each i = ip ∈ Io we define a new set

∆iI = {i′1, . . . , i′k},

where i′q = iq if q 6= p, and i′p = ip + 1.
The reader should compare this definition with operators defining a representation of the

nil-Temperley–Lieb algebra from [2, equation (2.4.6)], cf. also [1] and references therein.

−8−7−6−5−4−3−2−1 0 1

Figure 1. “Balls in boxes” picture.

Recall the representation (3.1) of elements of Ckn: where we imagine the 1’s as k “balls” sitting
in n “boxes”. An operation ∆i means moving the ball in i-th box to the right, which is possible
if the (i+ 1)-th box is free.
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Each I ∈ Ckn may be written as

I = ∆jp · · ·∆j1Imin (3.5)

for some j1, . . . , jp. This is clear from the balls in boxes picture.

Let m(I) denote the set of all sequences j1, . . . , jp such that (3.5) holds, and

m(I) := |m(I)|.

Claim 3.5. The lengths p of all sequences (j1, . . . , jp) ∈ m(I) are the same, namely p = l(I).
Here l(I) is from (3.2).

Proof. Clear from balls in boxes picture. �

Corollary 3.6. Let

I = {a1, . . . , ak},

then

l(I) =
k∑

i=1

(ai − i).

To put it differently, define a graph Γkn whose set of vertices is Ckn, the edges having the form

I −→ ∆iI

(or otherwise define an obvious partial order on Cin). Then m(I) is the set of paths in Γkn going
from the minimal element [k] to I.

3.4.1 Symmetry

This graph can be turned upside down. Clear from the “balls in boxes” description.

3.5 Generalized Wronskians and the derivative

Let

f = (f1(t), f2(t), . . . )

be a sequence of functions. We can assign to it a Z≥1 × Z≥1 Wronskian matrix

W(f) =
(
f

(j−1)
i

)
i,j≥1

.

For each I = {i1, . . . , ik} ∈ Ck∞ let WI(f) denote a (k × k)-minor of W(f) with rows i1, . . . , ik
and columns 1, 2, . . . , k, and let

WI(f) = detWI(f).

Lemma 3.7. The derivative

WI(f)
′ =

∑

i∈Io
W∆iI(f).
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Corollary 3.8.

WI(f)
(p) =

∑

(i1,...,ip) composable

W∆ip ···∆i1
I(f),

where a sequence (i1, . . . , ip) is called composable if iq ∈ (∆iq−1 · · ·∆i1I)o for all q.

Proof of Theorem 3.3. We shall use a formula: if

y(t) =
∑

i≥0

ai
ti

i!

then

ai = y(i)(0).

Let g = (bij) ∈ GLn,

bi(t) =
n−1∑

j=0

bi,j+1
tj

j!
, 1 ≤ i ≤ n.

By definition

yi(g)(t) = W (b1(t), . . . , bi(t)), 1 ≤ i ≤ n.

For I, J ⊂ [n] let MIJ(g) denote the submatrix of g lying on the intersection of the lines
(columns) with numbers i ∈ I (j ∈ J), so that

∆IJ(g) = detMIJ(g).

We see that the constant term

yi(g)(0) = det
(
M[i],[i](g)t

)
= ∆[i](g),

where M t denotes the transposed matrix.

To compute the other coefficients we use Lemma 3.7 and Corollary 3.8. So

y′i(0) = det
(
M[i],∆i[i](g)t

)
= ∆[i],∆i[i](g),

and more generally

y
(p)
i (0) =

∑

(i1,...,ip) composing

det
(
M[i],∆ip ···∆i1

[i](g)t
)

=
∑

(i1,...,ip) composing

∆[i],∆ip ···∆i1
[i](g),

which implies the formula. �
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3.6 Triangular theorem

Consider an upper triangular unipotent matrix g ∈ N ⊂ GLn(k). We claim that g may be
reconstructed uniquely from the coefficients of polynomials y1(g), . . . , yn−1(g).

More precisely, to get the first i rows of g we need only a truncated part of the first i
polynomials

(y1(g) = y1(g)≤n−1, y2(g)≤n−2, . . . , yi(g)≤i).

This is the contents of [10, Theorem 5.3]. We explain how it follows from our Theorem 3.3.
To illustrate what is going on consider an example n = 5. Let

g =




1 a1 a2 a3 a4

0 1 b2 b3 b4
0 0 1 c3 c4

0 0 0 1 d4

0 0 0 0 1



.

We have y1(g) = b1(g), so we get the first row of g, i.e., the elements ai, from y1(g).
Next,

y2(g) = ∆12(g) + ∆13(g)x+ (∆14(g) + ∆23(g))
x2

2
+ (∆15(g) + · · · )x

3

6
+ · · ·

= 1 + b2x+ (b3 + a1b2 − a2)
x2

2
+ (b4 + · · · )x

6

6
+ · · · ,

whence we recover b2, b3, b4 (in this order) from y2(g), the numbers ai being already known.
Next,

y3(g) = ∆123(g) + ∆124(g)x+ (∆134(g) + ∆125(g))
x2

2
+ · · ·

= 1 + c3x+ (c4 + b2c3 − b3)
x2

2
+ · · · ,

whence we recover c3, c4 (in this order) from y3(g).
Finally

y4(g) = ∆1234(g) + ∆1235(g)x+ · · · = 1 + d4x+ · · · ,

whence d4 from y4(g).
Triangular structure on the map WN . We can express the above as follows. Let B := W(N),

so that

WN : N −→ B.

Obviously N
∼
= kn(n−1)/2; we define n(n − 1)/2 coordinates in N as the elements of a matrix

g ∈ N in the lexicographic order, i.e., n−1 elements from the first row (from left to right), n−2
elements from the second row, etc.

Let

W(g) = (y1(g), . . . , yn−1(g));

we define the coordinates of a vector W(g) similarly, by taking n− 1 coefficients of y1(g), then
the first n− 2 coefficients of y2(g), etc.
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Claim 3.9. The above rule defines a global coordinate system on B, i.e., an isomorphism

B ∼= kn(n−1)/2,

and the matrix of WN with respect to the above two lexicographic coordinate systems is triangular
with 1’s on the diagonal.

Corollary 3.10. The map W (1.1) is an embedding.

Indeed, X is a union of open Schubert cells, the map W is GLn-equivariant, and each open
cell may be transfered to N using an appropriate g ∈ GLn.1

4 Wronskians and tau-functions

4.1 Minors of the unit Wronskian

Consider a n× n Wronskian matrix

Wn(x) =W
(
1, x, x2/2, . . . , xn−1/(n− 1)!

)
.

Claim 4.1. For each 1 ≤ i ≤ n and I ∈ Cin we have

∆[i],I(Wn(x)) =
xl(I)

n(I)

for some n(I) ∈ Z>0.

The exact value of n(I) will be given below, see Claim 4.5.

Example 4.2.

∆14(W4(x)) =
x2

2
.

4.2 Schur functions, and embedding of a finite Grassmanian
into the semi-infinite one

Recall one of possible definitions for Schur functions, cf. [11, Section 8]. Let

ν = (ν0, ν1, . . . )

be a partition, i.e., νi ∈ Z≥0, νi ≥ νi−1 and there exists r such that νi = 0 for i ≥ r.
A Schur function

sν(h1, h2, . . . ) = det(hνi−i+j)
r−1
i,j=0,

where the convention is h0 = 1, hi = 0 for i < 0, cf. the Jacobi–Trudi formula [8, Chapter I,
equation (3.4)].

Examples 4.3.

s11 =

∣∣∣∣
h1 h2

1 h1

∣∣∣∣ = h2
1 − h2,

s111 =

∣∣∣∣∣∣

h1 h2 h3

1 h1 h2

0 1 h1

∣∣∣∣∣∣
= h3

1 − 2h1h2 + h3.

1We owe this remark to A. Kuznetsov.
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4.2.1 Electrons and holes

Let C∞/2 denote the set of subsets

S = {a0, a1, . . . , } ⊂ Z

such that both sets S \ N, N \ S are finite, and there exists d ∈ Z such that ai = i − d for i
sufficiently large.

The number d = d(S) is called the virtual dimension of S.
The elements of C∞/2 enumerate the cells of the semi-infinite Grassmanian, cf. [11].
We can imagine such S as the set of boxes numbered by i ∈ Z, with balls put into the boxes

with numbers a0, a1, etc.
We can define the virtual dimension also as

d(S) = |S \ N| − |N \ S|.

Set

Cd∞/2 := {S ∈ C∞/2 | d(S) = d} ⊂ C∞/2.

For the moment we will be interested in C0
∞/2.

We can get each element of C0
∞/2 by starting from the vacuum state, or Dirac sea

S0 = {0, 1, . . . },

where the boxes 0, 1, . . . being filled, and then moving some n balls to the left.
Let us assign to

S = {a0, a1, . . . } ∈ C0
∞/2

a partition ν = ν(S) by the rule

νi = i− ai.

This way we get a bijection between C0
∞/2 and the set of partitions, cf. [11, Lemma 8.1].

Example 4.4. If

S = {−2,−1, 2, 3, . . . }

then λ(S) = (22).

4.2.2 From semi-infinite cells to finite ones

For n ∈ N let

C∞/2,n = {S = (a0, a1, . . . ) | a0 ≥ −n, an = n} ⊂ C∞/2;

note that an = n implies am = m for all m ≥ n.
Let

C0
∞/2,n = C∞/2,n ∩ C0

∞/2.

Note that we have a bijection

C0
∞/2,n

∼
= Cn2n,
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obvious from the “balls in boxes” picture.
Namely, we have inside C0

∞/2,n the minimal state

Smin = (ai) with ai = 1 for − n ≤ i ≤ −1 and for i ≥ n

from which one gets all other states in C0
∞/2,n by moving the balls to the right, until we reach

the maximal state

Smax = (bi) with bi = 1 and for i ≥ 0.

For

I ∈ Cn2n
∼
= C0

∞/2,n ⊂ C0
∞/2

we will denote by ν(I) the corresponding partition.

4.2.3 Transposed cells

For I ∈ Cin let It = I ′ ∈ Cin denote the “opposite”, or transposed cell which in “balls and boxes”
picture it is obtained by reading I from right to left. The corresponding partition λ(It) = λ(I)t

has the transposed Young diagram.

4.3 Initial Schur functions and the Wronskian

Let us introduce new coordinates t1, t2, . . . related to hj by the formula

e
∑∞

i=1 tiz
i

= 1 +
∞∑

j=1

hjz
j ,

cf. [11, equation (8.4)].
For example

h1 = t1, h2 = t2 +
t21
2
,

etc.
Let us consider the Schur functions sν as functions of ti. The first coordinate x = t1 is called

the space variable, whereas ti, i ≥ 2, are “the times”.
We will be interested in the “initial” Schur functions, the values of sν(t) for t2 = t3 = · · · = 0.
By definition,

hi(x, 0, 0, . . . ) =
xi

i!
. (4.1)

Let us return to the unit Wronskian. It is convenient to consider a limit Z>0×Z>0 Wronskian
matrix

W∞(x) = lim
n→∞

Wn(x) =W
(
1, x, x2/2, . . .

)
=




1 x x2/2 x3/6 . . .
0 1 x x2/2 . . .
0 0 1 x . . .
. . . . . . . . . . . . . . .


 .

Let

ν : ν0 ≥ · · · ≥ νr > 0
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be a partition, S = S(ν) = (ai) ∈ C0
∞/2; define

`(S) =
∑

i≥0

(i− ai) =
∑

i≥0

νi,

cf. [11, a formula after Proposition 2.6], and “the hook factor”

h(S) = h(ν) =

∏
0≤i<j≤r(aj − ai)∏

0≤i≤r(r − ai)!
,

cf. [8, Section I.1, Example 1, equation (4)].
On the other hand suppose that ν = ν(I) for some I = I(ν) ∈ Cn2n, cf. Claim 3.2.

Claim 4.5.

(i) sν(x, 0, 0, . . . ) = h(S)x`(S),

(ii) ∆It(W∞(x)) = h(S)x`(S).

Proof. (i) is [11, proof of Proposition 8.6]. (ii) is a consequence of a more general Claim 4.12
below. �

Example 4.6. Let

I = (1100), S = {−2,−1, 2, 3, . . . },

then

ν = (22); `(S) = 4, h(S) =
1

12
.

Then

(i) sν = h2
2 − h1h3 =

t41
12
− t1t3 + t22,

(ii) I(ν) = (1100), I ′(ν) = (0011),

∆I′(W∞(x)) =

∣∣∣∣
x2/2 x3/6
x x2/2

∣∣∣∣ =
x4

12
.

4.4 Polynomials yn(g)(x) and initial tau-functions: the middle case

Let n ≥ 1. For

I ∈ Cn2n
∼
= C0

∞/2,n ⊂ C0
∞/2

let ν(I) denote the corresponding partition.
Consider the Grassmanian

Grn2n = GL2n/Pn,n.

For a matrix g ∈ GL2n we define its tau-function τ(g) which will be a function of variables
t1, t2, . . . , by

τ(g)(t) = τn(g) =
∑

I∈Cn2n

∆I(g)sν(I)(t), (4.2)

cf. [11, Proposition 8.3].
Abuse of the notation; better notation: τ(ḡ), ḡ ∈ Grn2n. This subspace is described below,

see Section 4.6.
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Examples 4.7. (a) n = 1. There are 2 cells in Gr1
2 = P1:

(10) −→ (01)

(the arrow indicates the Bruhat order), which correspond to the following semi-infinite cells of
virtual dimension 0:

(−1, 1, 2, . . . ), (0, 1, 2, . . . ),

which in turn correspond to partitions

(1), ()

with Schur functions

s(1) = h1 = t1, s() = 1.

Correspondingly, for g ∈ GL2, the middle tau-function τ1(g) has 2 summands:

τ1(g) = ∆1(g)s(1) + ∆2(g)s() = a11t1 + a12

for g = (aij).

Differential equation. Suppose for simplicity that a = a12 = 1, introduce the notation x = t1
for the space variable, so τ(g) = 1 + ax.

Let

u(x) = 2
d2 log τ(g)

d2x
.

Then

u(x) = − 2a2

(1 + ax)2
.

It satisfies a differential equation

6uux + uxxx = 0,

which is the stationary KdV.

(b) n = 2. There are 6 cells in Gr2
4:

(1100) −→

(1001)
↗ ↘

(1010) (0101)
↘ ↗

(0110)

−→ (0011)

the arrows indicate the Bruhat, or balls in boxes order: we see how 1’s (the balls) are moving to
the right to the empty boxes.

They correspond to the following semi-infinite cells of virtual dimension 0:

(−2,−1, 2, 3, . . . ), (−2, 0, 2, 3, . . . ), (−2, 1, 2, 3, . . . ),

(−1, 0, 2, 3, . . . ), (−1, 1, 2, 3, . . . ), (0, 1, 2, 3, . . . ),
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which in turn correspond to partitions

(22) −→

(2)
↗ ↘

(21) (1)
↘ ↗

(11)

−→ ()

with Schur functions:

s(22) = h2
2 − h3h1 =

t41
12

+ t22 − t1t3, s(21) = h1h2 − h3 =
t31
3
− t3,

s(2) = h2 =
t21
2

+ t2, s(11) = h2
1 − h2 =

t21
2
− t2, s(1) = h1 = t1, s() = 1.

Thus for g ∈ GL4, τ2(g) has 6 summands:

τ2(g) = ∆12(g)s(22) + ∆13(g)s(21) + ∆23(g)s(11) + ∆14(g)s(2) + ∆24(g)s(1) + ∆34(g)s()

= ∆34(g) + ∆24(g)t1 + (∆14(g) + ∆23(g))
t21
2

+ (∆14(g)−∆23(g))t2

+ ∆13(g)

(
t31
3
− t3

)
+ ∆12(g)

(
t41
12

+ t22 − t1t3
)
, (4.3)

where ∆ij(g) denotes the minor with i-th and j-th columns. It depends on 3 variables x = t1,
y = t2, t = t3.

We deduce from the above a result from [12, Lemma 7.5]:

Theorem 4.8. If

W(g) = (y1(g), . . . , y2n(g))

then

τ(g)(x, 0, . . . ) = ỹn(g)(x).

Here we use the reciprocal polynomials ỹi(g) defined in (3.3).

The initial values of tau-functions τ(g)(x, 0, . . . ) make their appearance in [11, Proposi-
tion 8.6].

Proof. We use the definition (4.2):

τn(g) =
∑

I∈Cn2n

∆I(g)sν(I)(t1, t2, . . . ),

then put t2 = t3 = · · · = 0 in it:

τn(g)(x, 0, . . . ) =
∑

I∈Cn2n

∆I(g)h(ν(I))xl(I)

by Claim 4.5.
On the other hand, by Theorem 3.3

yn(g)(x) =
∑

I∈Cn2n

∆I(g)m(I)
xl(I)

l(I)!
,

whence

ỹn(g)(x) =
∑

I∈Cn2n

∆I(g)m(I ′)
xl(I

′)

l(I ′)!
. �
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Lemma 4.9 (hook lemma). For all I

h(ν(I)) =
m(I ′)
l(I ′)!

.

Recall that m(I) is the number of paths from Imin to I.

Proof. Induction on the number of cells in the Young diagram of ν. �

Example 4.10. n = 4, I = Imin = (1100), I ′ = Imax = (0011), ν(I) = (22), m(I ′) = 2,
l(I ′) = 4,

S(I) = {−2,−1, 2, 3, . . . }, h(ν(I)) =
1

12
= 2

1

24
.

Theorem 4.8 follows from the above.

Example 4.11. Consider τ(g) = τ2(g) from Example 4.7(b). Putting t2 = t3 = 0 into (4.3) we
get

τ(g)(x, 0, 0) = ∆34(g) + ∆24(g)x+ (∆14(g) + ∆23(g))
x2

2

+ ∆13(g)
x3

3
+ ∆12(g)

x4

12
= ỹ2(g)(x), (4.4)

see (3.4).

4.4.1 Stationary solutions

Let us return to the formula (4.3). We see therefrom that if g is such that

∆14(g) = ∆23(g),

and

∆13(g) = ∆12(g) = 0,

then τ(g) does not depend on t2 and t3, and therefore τ(g) = y2(g).
Note the Plücker relation

∆12(g)∆34(g)−∆13(g)∆24(g) + ∆14(g)∆23(g) = 0,

which implies ∆14(g) = ∆23(g) = 0, i.e., the only part which survives will be

τ(g)(t1) = ∆34(g) + ∆24(g)t1.

4.5 Case of an arbitrary virtual dimension

Let i ≤ n. Consider an embedding

Cin ↪→ Cd(n,i)
∞/2 ,

where d(n, i) is chosen in such a way that ν(Imax) = () (this defines d(n, i) uniquely). Here ν(I)
denotes the partition corresponding to I ∈ Cin under the composition

Cin ↪→ Cd(n,i)
∞/2

∼
= C0

∞/2,

where the last isomorphism is a shift (aj) 7→ (aj−i), and identifying C0
∞/2 with the set of

partitions. More precisely, for any d a sequence S = (a0, a1, . . . ) belongs to Cd∞/2 iff ai = i − d
for i� 0. To such S there corresponds a partition

λ(S) = (λ1 ≥ λ2 ≥ · · · ), λi = ai − i+ d.
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4.5.1 Schur functions and minors

Claim 4.12. Consider an upper triangular Toeplitz matrix

T =




1 h1 h2 . . .
0 1 h1 . . .
0 0 1 . . .
. . . . . . . . . . . .


 .

Let I ∈ Cin. Then

sν(I)(h) = ∆It(T ),

where It ∈ Cin is the transposed cell (see Section 4.2.3). Note that for any i and any I ∈ Cin the
function sν(I)(h) depends exactly on h1, . . . , hn−1.

Examples 4.13. (a) n = 4, i = 2, I = (1100), It = (0011), The corresponding semi-infinite cell
is S(I) = {−2,−1, 2, 3, . . . }, d(4, 2) = 0, ν(I) = (22).

(b) n = 4, i = 3, I = (1110), It = (0111) The corresponding semi-infinite cell is S(I) =
{0, 1, 2, 4, 5, . . . }, d(4, 3) = −1, ν(I) = (111).

Afterwards we can apply the same construction as above: to g ∈ GL2n+i we assign a tau-
function

τ(g)(t) =
∑

I∈Cn2n+i

∆I(g)sν(I)(t).

We deduce from the above a result from [12, Lemma 7.5]:

Theorem 4.14. Let

W(g) = (y1(g), . . . , y2n+i(g)),

then

ỹn(g)(x) = τ(g)(x, 0, . . . ).

Here ỹn denotes the reciprocal polynomial, see (3.3).

Example 4.15 (projective spaces). Let n ≥ 1 be arbitrary.

(a) Let i = 1. There are n cells in Pn−1 = Gr1
n:

(10 . . . 0) −→ (01 . . . 0) −→ · · · (00 . . . 1),

which correspond to the semi-infinite cells of virtual dimension n− 1:

(10 . . . 011 . . . ) −→ (01 . . . 011 . . . ) −→ · · · (00 . . . 111 . . . ),

(in BB picture), or

(0, n, n+ 1, . . . ) −→ (1, n, n+ 1, . . . ) −→ (n− 1, n, n+ 1, . . . )

which correspond to the partitions

(n− 1) −→ (n− 2) −→ · · · −→ ()
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with Schur functions

s(i)(h) = hi,

whence

s(i)(x, 0, . . . ) =
xi

i!
,

cf. (4.1).
So for a matrix g = (aij) ∈ GLn its first tau-function

τ1(g)(t1, . . . , tn−1) =

n−1∑

j=0

a1,j+1hn−j−1,

and

τ1(g)(x, 0, . . . ) =

n−1∑

j=0

a1,n−j
xj

j!
= ỹ1(g),

as it should be, the contraction map Plücker −→ Wronsky being the identity.
(b) The dual (conjugate) space

(
Pn−1

)∨
. Let i = n−1. There are n cells in

(
Pn−1

)∨
= Grn−1

n :

(11 . . . 110) −→ · · · −→ (101 . . . 1) −→ (01 . . . 1),

which correspond to the semi-infinite cells of virtual dimension −1:

(11 . . . 1011 . . . ) −→ · · · −→ (101111 . . . ) −→ (011 . . . )

(in BB picture), or to sequences S

(0, 1, . . . , n− 1, n+ 1, . . . ) −→ · · · −→ (0, 1, 3, 4, . . . ) −→ (0, 2, 3, . . . ),

which correspond to the partitions

(
1n−1

)
−→ · · · −→ (1) −→ ()

with Schur functions

s(1i) = ei

(an elementary symmetric function; see [8, Chapter I, equation (3.8)] for the relation between
Schur functions of the conjugate partitions). Whence

s(1i)(x, 0, . . . ) =
xi

i!
.

For a matrix g = (aij) ∈ GLn its (n− 1)-th tau-function

τn−1(g)(t1, . . . , tn−1) =

n∑

j=1

∆[1... ˆn−j...n](g)ej
xj−1

(j − 1)!

(the coefficients being (n− 1)× (n− 1)-minors), so

τn−1(g)(x, 0, . . . ) =

n∑

j=1

∆[1... ˆn−j...n](g)
xj−1

(j − 1)!
= ỹn−1(g).
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4.6 Wronskians as tau-functions

One can express the above as follows. Consider a Tate vector space of Laurent power series

H = k((z)) =

{∑

i≥j
aiz

i | j ∈ Z, ai ∈ k

}
.

It is equipped with two subspaces, H+ = k[[z]] and

H− =

{ ∑

−j≤i≤0

aiz
i, j ∈ N

}
.

Let Gr = Gr
∞/2
∞ denote the Grassmanian of subspaces L ⊂ H of the form

L = L0 + zkH+, k ∈ N,

where L0 = 〈f1, . . . , fq〉 is generated by a finite number of Laurent polynomials fi(z) ∈ k
[
z, z−1

]
,

cf. [11, Section 8].
In other words, such L should admit a topological base of the form

{
f1(z), . . . , fq(z), z

k, zk+1, . . . | fi(z) ∈ k
[
z, z−1

]}
.

For example, in Section 3.4.1 above we see a description of embeddings

Pn−1 = Gr1
n ↪→ Gr,

(
Pn−1

)∨
= Grn−1

n ↪→ Gr .

To each L ∈ Gr there corresponds a tau-function

τL(t) = τL(t1, t2, . . . ),

cf. [11, Proposition 8.3].
Given a sequence of polynomials

f = (f1(z), . . . , fm(z)) ⊂ k[[z]]≤d

of degree ≤ d, m ≤ d, let us associate to it a subspace

L(f) =
〈
f1

(
z−1
)
, . . . , fm

(
z−1
)
, z, z2, . . .

〉
⊂ H

belonging to Gr.

Theorem 4.16.

τL(f)(z, 0, . . . ) = W (f).

This statement is a reformulation of Theorems 4.8 and 4.14.

4.7 Full flags and MKP

For n ∈ Z≥2 define a semi-infinite flag space F`∞/2n whose elements are sequences of subspaces

L1 ⊂ · · · ⊂ Ln−1 ⊂ H = k((z)), Li ∈ Gr ⊂ Gr∞/2∞ , dimLi/Li−1 = 1.

This is a subspace of the semi-infinite flag space considered in [7, Section 8], whose elements
parametrize the rational solutions of the modified Kadomtsev–Petviashvili hierarchy.
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To each flag F = (L1 ⊂ · · · ⊂ Ln−1) ∈ F`∞/2n we assign its tau-function which is by definition
a collection of n− 1 grassmanian tau-functions:

τF (t) := (τL1(t), . . . , τLn−1(t)), t = (t1, t2, . . . ).

Let g = (aij) ∈ GLn(k), we associate to it as above n polynomials

bi(z) =
n−1∑

j=0

ai,j+1z
j , 1 ≤ i ≤ n.

We denote

Li(g) := L(b1(z), . . . , bi(z)) ∈ Gr .

Taking all 1 ≤ i ≤ n− 1 we get a flag

F (g) = (L1(g) ⊂ · · · ⊂ Ln−1(g)) ∈ F`∞/2n

and can consider the corresponding tau-function

τF (g)(t) = (τL1(g)(t), . . . , τLn−1(g)(t)).

Claim 4.17. For g ∈ GLn(k) consider its image under the Wronskian map

W(g) = (y1(g)(x), . . . , yn(g)(x)).

Then

W̃(g) := (ỹ1(g)(x), . . . , ỹn(g)(x))

coincides with the initial value τF (g)(x, 0, . . . ) of the tau-function τF (g) of the MKP hierarchy
corresponding to the semi-infinite flag F (g).

This is an immediate consequence of the Grassmanian case.

Example 4.18. Let n = 4. Given g = (aij) ∈ GL4(k), we associate to it four Laurent polyno-
mials encoding its rows

bi(z) = ai1z
−2 + · · ·+ ai4z, 1 ≤ i ≤ 4,

and a semi-infinite flag

F (g) = (L1(g) ⊂ L2(g) ⊂ L3(g)) ∈ F`∞/24 ,

where

L1(g) = 〈g1(z)〉+ z2H+, L2(g) = 〈g1(z), g2(z)〉+ z2H+,

L3(g) = 〈g1(z), g2(z), g3(z)〉+ z2H+.

We have

τ1(g)(t1, t2, t3) =

3∑

j=0

a1,j+1h3−j = a14 + a13t1 + a12

(
t21
2

+ t2

)
+ a11

(
t31
6

+ t1t2 + t3

)
,

ỹ1(g)(x) =
3∑

j=0

a1,4−j
xj

j!
,
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see Example 4.15(a);

τ2(g)(t1, t2, t3) = ∆34(g) + ∆24(g)t1 + (∆14(g) + ∆23(g))
t21
2

+ (∆14(g)−∆23(g))t2

+ ∆13(g)

(
t31
3
− t3

)
+ ∆12(g)

(
t41
12

+ t22 − t1t3
)
,

ỹ2(g)(x) = ∆34(g) + ∆24(g)x+ (∆14(g) + ∆23(g))
x2

2
+ ∆13(g)

x3

3
+ ∆12(g)

x4

12
,

see (4.3), (4.4);

τ3(g)(t1, t2, t3) = ∆123(g) + ∆124(g)t1 + ∆134(g)

(
t21
2
− t2

)
+ ∆234(g)

(
t31
6
− t1t2 + t3

)
,

ỹ3(g)(x) = ∆123(g) + ∆124(g)x+ ∆134(g)
x2

2
+ ∆234(g)

x3

6
,

see Example 4.15(b).

5 W5 and Desnanot–Jacobi identities

5.1 W5 identity

Recall a formula from [10, Section 2.1]. Let

f = (f1(x), f2(x), . . . )

be a sequence of functions. For a totally ordered finite subset

A = {i1, . . . , ia} ⊂ Z>0

we denote

fA = (fi1 , . . . , fia), W (A) := W (fA).

We write [a] = {1, . . . , a}.
Lemma 5.1. Let

A = [a+ 1], B = [a] ∪ {a+ 2}.
Then

W (W (A),W (B)) = W (A ∩B) ·W (A ∪B). (5.1)

This is a particular case of [9, Section 9].

Example 5.2.

W (W (f1, f2),W (f1, f3)) = f1W (f1, f2, f3).

5.2 Desnanot–Jacobi, aka Lewis Carrol

Let A be an n× n matrix. Denote by A1n,1n the (n− 2)× (n− 2) submatrix obtained from A
by deleting the first and the n-th row and the first and the n-th column, etc. Then

detAdetA1n,1n = detA1,1 detAn,n − detA1,n detAn,1. (5.2)

Let us rewrite (5.1) in the form

W (A ∩B) ·W (A ∪B) = W (A)W (B)′ −W (A)′W (B);

we see that it resembles (5.2). And indeed, if we apply (5.2) to the Wronskian matrixW(A∪B),
we get (5.1). This remark appears in [3, the beginning of Section 3]. We leave the details to the
reader.
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5.3 Example: Lusztig vs Wronskian mutations

Recall the situation (1.1), where we suppose that m = n. The main result of [10] describes the
compatibility of the map W with multiplication by an upper triangular matrix

ei,i+1(c) = In + ceij , eij = (δpiδqj)p,q ∈ GLn(k).

Let M ∈ GLn(k),

b(M) = (b1(M)(x), b2(M)(x), b3(M)(x), . . . ),

W(M) = (y1(M)(x), y2(M)(x), y3(M)(x), . . . ).

The following example is taken from [10, proof of Theorem 4.4]. We have

W(e23M) = (y1(e23M), y2(e23M), . . . ),

where

b(e23M) = (b1(M), b2(M) + b3(M), . . . ).

Thus

y1(e23(c)M) = y1(M),

whereas

y2(e23(c)M) = y2(M) + cW (b1(M), b3(M)).

The W5 identity implies

W (y2(M), y2(e23(c)M)) = cW (y2(M),W (b1(M), b3(M)))

= cW (W (b1(M), b2(M),W (b1(M), b3(M)))

= cb1W (b1(M), b2(M), b3(M)) = cy1(M)y3(M).

The resulting equation

W (y2(M), y2(e23(c)M)) = cy1(M)y3(M)

is called a Wronskian mutation equation. It is regarded in [10] as a differential equation of the
first order on an unknown function ỹ2(c,M) = y2(e23(c)M); together with some initial conditions
it determines the polynomial ỹ2(c,M) uniquely from given yi(M), 1 ≤ i ≤ 3.

This equation is a modification of a similar differential equation from [9] whose solution is
a function

ỹ′2(c,M) = y2(e′23(c)M),

where

e′23(c) = ce23

(
c−1
)

= cIn + e23.
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