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ON SOLVABILITY AND WELL-POSEDNESS OF
INITIAL–BOUNDARY VALUE PROBLEMS FOR HIGHER

ORDER NONLINEAR HYPERBOLIC EQUATIONS

Abstract. The sufficient conditions for unique local solvability, global
solvability and of well-posedness of initial-boundary value problems for
higher order nonlinear hyperbolic equations are studied.� � � � � � � � � � 	 � 
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Let b > 0, I be a compact interval containing zero, Ω = I × [0, b], m and
n be natural numbers and f : Ω× R

n × R
m × R

m×n → R be a continuous
function. In the rectangle Ω consider the nonlinear hyperbolic equation

u(m,n)=f
(
x, y, u(m,0), . . . , u(m,n−1), u(0,n), . . . , u(m−1,n),Dm−1,n−1[u]

)
(1)

with the initial–boundary conditions

u(j,0)(0, y) = ϕj(y) (j = 0, . . . ,m− 1),

hk(u(m,0)(x, ·))(x) = ψk(x) (k = 1, . . . , n).
(2)

Here for any j and k

u(j,k)(x, y) =
∂j+ku(x, y)

∂xj∂yk
, Dm−1,n−1[u](x, y) =

(
u(j−1,k−1)(x, y)

)m,n

1,1
,

ϕj ∈ C
n([0, b]), ψk ∈ C(I) and hk : Cn−1([0, b]) → C(I) is a linear bounded

operator.
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The linear case of problem (1),(2), i.e., the linear hyperbolic equation

u(m,n) =

n−1∑

k=0

pmk(x, y)u(m,k) +

m−1∑

j=0

n∑

k=0

pjk(x, y)u(j,k) + q(x, y) (3)

with conditions (2) is studied in [3] and [4] . In [3] necessary and suffi-
cient conditions of well–posedness and so–called µ–well–posedness of prob-
lem (3),(2) are established. In [4] a complete description of problem (3),(2)
in the ill–posed case is given.

For the history of the matter see [2–5] and the references quoted therein.
The general initial–boundary value problem (1),(2) has been little inves-

tigated. Namely this problem is investigated in the present paper.
Throughout the paper we will use the following notations.
R is the set of real numbers; R

m×n is the space of real m× n matrices

Z = (zij)
m,n
1,1 =



z11 . . . z1n

· · · · ·
zm1 . . . zmn




with the norm ‖Z‖ =
∑m

i=1

∑n

j=1 |zij |.

C(I) and C(Ω), respectively, are the Banach spaces of continuous func-
tions z : I → R and u : Ω → R, with the norms

‖z‖C(I) = max{|z(x)| : x ∈ I}, ‖u‖C(Ω) = max{|u(x, y)| : (x, y) ∈ Ω}.

C(I ; Rm×n) is the Banach space of continuous matrix functions Z : I →
R

m×n with the norm ‖z‖C(I;Rm×n) = max{‖Z(x)‖ : x ∈ I}.

Ck(I) is the Banach space of k–times continuously differentiable func-
tions z : I → R, with the norm

‖z‖Ck(I) =

k∑

i=0

‖z(i)‖C(I).

Cm,n(Ω) is the Banach space of functions u : Ω → R, having continuous
partial derivatives u(j,k) (j = 0, . . . ,m; k = 0, . . . , n), with the norm

‖u‖Cm,n(Ω) =

m∑

j=0

n∑

k=0

‖u(j,k)‖C(Ω).

C̃m,n(Ω) is the Banach space of functions u : Ω → R, having continuous
partial derivatives u(j,k) (j = 0, . . . ,m; k = 0, . . . , n; j + k < m+ n), with
the norm

‖u‖
C̃m,n(Ω) =

n−1∑

k=0

‖u(m,k)‖C(Ω) +
m−1∑

j=0

n∑

k=0

‖u(j,k)‖C(Ω).

If u ∈ C̃m,n(Ω) and r0 > 0, then B̃m,n(z; Ω, r0) = {ζ ∈ C̃m,n(Ω) :
‖ζ − z‖

C̃m,n ≤ r0}.
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It will be assumed that (x, y, z1, . . . , zn+m, Z) → f(x, y, z1, . . . , zn+m, Z)
is continuous in Ω × R

n+m × R
m×n and continuously differentiable with

respect to z1, . . . , zn+m.
Let I0 ⊂ I be an arbitrary (not necessarily compact) set containing

zero. By a solution of problem (1),(2) in the rectangle Ω0 = I0 × [0, b]
we understand a classical solution, i.e., a function u : Ω0 → R having
the continuous partial derivatives u(i,k) (i = 0, . . . ,m; k = 0, . . . , n) and
satisfying (1) and (2) at every point of Ω0.

Definition 1. A solution u of problem (1),(2) defined on Ω0 = I0×[0, b] is
called continuable to the right (to the left), if there exists an interval I1 ⊃ I0
and a solution u1 of this problem in Ω1 = I1×[0, b] such that sup I1 > sup I0
(inf I1 < inf I0) and

u1(x, y) = u(x, y) for (x, y) ∈ Ω0.

u is called non–continuable if it is non-continuable both to the right and to
the left.

Definition 2. A solution u of problem (1),(2) defined on I0 × [0, b] is a
called global solution (local solution) if I0 = I (I0 6= I is a compact interval
such that [−ε, ε]∩I ⊂ I0 for any sufficiently small ε > 0). Problem (1),(2) is
called globally solvable (locally solvable), if it has a global (local) solution.

Along with (1),(2) consider the perturbed problem

v(m,n) = f
(
x, y, v(m,0), . . . , v(m,n−1), v(0,n), . . . , v(m−1,n),Dm−1,n−1[v]

)
+

+ q(x, y), (4)

v(j,0)(0, y) = ϕj(y) + ϕ̃j(y) (j = 0, . . . ,m− 1),

hk(v(m,0)(x, ·))(x) = ψk(x) + ψ̃k(x) (k = 1, . . . , n).
(5)

Let I0 ⊂ I be a compact interval containing zero, u be a solution of prob-
lem (1),(2) in Ω0 = I0 × [0, b], and let r0 be a positive constant. Introduce
the following

Definition 3. Problem (1),(2) is called (u; r0) well–posed if there exist
positive constants δ and r such that for any ϕ̃j ∈ C

n([0, b]) (j = 0, . . . ,m−

1), ψ̃k ∈ C(I) (k = 1, . . . , n), and q ∈ C(Ω0) satisfying the inequality

m−1∑

j=0

‖ϕ̃j‖Cn([0,b]) +
n∑

k=1

‖ψ̃k‖C(I0) + ‖q‖C(Ω0) ≤ δ, (6)

problem (4),(5) in the ball B̃m,n(u; Ω0, r0) has a unique solution v and the
inequality

‖u− v‖
C̃m,n(J×[0,b]) ≤ r

( m−1∑

j=0

‖ϕ̃j‖Cn([0,b]) +

n∑

k=1

‖ψ̃k‖C(J) + ‖q‖C(J×[0,b)

)

(7)
holds for every compact subinterval J ⊂ I0 containing zero.
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Definition 4. Problem (1),(2) is called well–posed if there exist positive
constants δ and r such that for any ϕ̃j ∈ Cn([0, b]) (j = 0, . . . ,m − 1),

ψ̃k ∈ C(I0) (k = 1, . . . , n), and q ∈ C(Ω0) satisfying (6) problem (4),(5) has
a unique solution v in Ω and estimate (7) is valid for every compact subset
J ⊂ I containing zero.

The proposed method of investigation of problem (1),(2) is based on the
theory of boundary value problems for ordinary differential equations (see,
e.g. [1]). For the boundary value problem

z(n) = p(y, z, . . . , z(n−1)); lk(z) = ck (k = 1, . . . , n), (8)

where lk : Cn−1([0, b]) → R (k = 1, . . . , n) are linear bounded functionals
and p : [0, b]× R

n → R is a continuous function having continuous partial
derivatives

pk(y, z1, . . . , zn) =
∂p(y, z1, . . . , zn)

∂zk

(k = 1, . . . , n),

we introduce a definition of a strongly isolated solution, which is a modifi-
cation of the definition from [1].

Definition 5. A solution z of problem (8) is called strongly isolated if
the problem

ζ(n) =
n∑

j=1

pj

(
y, z(y), . . . , z(n−1)(y)

)
ζ(j−1); lk(ζ) = 0 (k = 1, . . . , n)

has only a trivial solution.

Set

Φ(y) =
(
ϕ

(k−1)
j−1 (y)

)m,n

1,1
,

p0(y, z1, . . . , zn) = f
(
0, y, z1, . . . , zn, ϕ

(n)
0 (y), . . . , ϕ

(n)
m−1(y),Φ(y)

)
,

p[u](x, y, z1, . . . , zn)

= f
(
x, y, z1, . . . , zn, u

(0,n)(x, y), . . . , u(m−1,n)(x, y),Dm−1,n−1[u](x, y)
)
.

Theorem 1. Let z0 be a strongly isolated solution of the problem

z(n) = p0(y, z, . . . , z
(n−1)), hk(z)(0) = ψk(0) (k = 1, . . . , n). (9)

Then problem (1), (2) has a local solution u satisfying the condition

u(m,0)(0, y) = z0(y) for y ∈ [0, b].

Furthermore, if f(x, y, z1, . . . , zn+m, Z) is locally Lipschitz continuous with

respect to Z, then problem (1), (2) is (u; r0)–well–posed for some sufficiently

small r0 > 0.
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Remark 1. In Theorem 1 the requirement of strong isolation of a solution
z to problem (9) is essential and it cannot be replaced by the requirement
of uniqueness of a solution. Indeed, consider the problem

u(1,1) = (u(1,0))2 + x2; u(0, y) = 0, u(1,0)(x, 0) = u(1,0)(x, b), (10)

for which problem (9) has the form

z′ = z2; z(0) = z(b). (11)

It is clear that problem (10) has no solution. On the other hand problem
(11) has only a trivial solution which is not strongly isolated.

Remark 2. Under the conditions of Theorem 1 problem (1),(2) may have
an infinite set of solutions even for smooth f . Indeed, consider the problem

u(1,1) = sin(u(1,0)) + x f0(x, y, u
(1,0), u(0,1), u),

u(0, y) = 0, u(1,0)(x, 0) = u(1,0)(x, b),
(12)

where f0 : Ω × R
2 → R is a continuously differentiable function. For (12)

problem (9) has the form

z′ = sin z; z(0) = z(b).

The latter problem has a countable set of strongly isolated solutions zk = kπ
(k = 0,±1, . . . ). By Theorem 1, for every integer k there exists positive εk

such that in Ωk = Ik × [0, b], where Ik = [−εk, εk] ∩ I , problem (12) has a
unique solution uk satisfying the condition

u
(1,0)
k (0, y) = kπ for y ∈ [0, b].

Theorem 2. Let u be a a non-continuable solution of problem (1), (2)
defined in Ω0 = I0 × [0, b]. Furthermore, let for any x0 ∈ I0 the function

z(y) = u(m,0)(x0, y) be a strongly isolated solution of the problem

z(n) = p[u](x0, y, z, z
′, . . . , z(n−1)),

hk(z)(x0) = ψk(x0) (k = 1, . . . , n).
(13)

Then I0 is an open set in I. Moreover, if a∗ = sup I0 6∈ I0, then

lim sup
x→a∗

(
‖u(m,0)(x, ·)‖Cn−1([0,b]) +

m−1∑

j=0

‖u(j,0)(x, ·)‖Cn([0,b])

)
= +∞, (14)

and if a∗ = inf I0 6∈ I0, then

lim inf
x→a∗

(
‖u(m,0)(x, ·)‖Cn−1([0,b]) +

m−1∑

j=0

‖u(j,0)(x, ·)‖Cn([0,b])

)
= +∞. (15)

Remark 3. In Theorem 2 the requirement of strong isolation of the
solution z(y) = u(m,0)(x0, y) of problem (13) for every x0 ∈ I0 is essential
and it cannot be weakened. As an example in the rectangle [−2, 2]× [0, b]
consider the problem

u(1,1) = |u|u(1,0) + u, u(0, y) = 1, u(1,0)(x, 0) = u(1,0)(x, b).
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This problem has a non-continuable solution u(x, y) = 1− x defined on the
set [−2, 1]× [0, b]. Indeed, supposing that u can be continued to the right,
by continuity of u and u(1,0) we will have

u(1,0)(x, y) < 0, u(x, y) < 0 for (x, y) ∈ (1, 1 + δ]× [0, b]

for some sufficiently small δ > 0. Consequently

u(1,1)(x, y) = |u(x, y)|u(1,0)(x, y)+u(x, y) < 0 for (x, y) ∈ (1, 1+δ]×[0, b].

But the latter inequality contradicts to the periodicity of u(1,0) with respect
to the second argument. Consequently (14) does not hold for u. The reason
for this is that problem (13) has the form

z′ = |1− x0| z + 1− x0, v(0) = v(b),

and z(y) = −1 is a strongly isolated solution of this problem for every
x0 < 1, but not for x0 = 1.

Definition 6. We say that the function f belongs to the set Sh1,...,hn
if

there exist functions pik ∈ C(Ω) (i = 1, 2; k = 1, . . . , n) such that:
(i)

p1i(x, y) ≤ fzi
(x, y, z1, . . . , zn+m, Z) ≤ p2i(x, y)

for (x, y) ∈ Ω (i = 1, . . . , n);

(ii) for any x ∈ I and measurable functions pi : [0, b] → R (i = 1, . . . , n)
satisfying inequalities p1i(x, y) ≤ pi(y) ≤ p2i(x, y) for (x, y) ∈ Ω (i =
1, . . . , n) the problem

ζ(n) =

n∑

j=1

fj(y)ζ
(j−1); hk(ζ)(x) = 0 (k = 1, . . . , n)

has only a trivial solution.

Theorem 3. Let there exist a positive constant l0 such that

f ∈ Sh1,...,hn
, (16)

|f(x, y, z1, . . . , zn+m, Z)| ≤ l0

(
1 +

n+m∑

k=1

|zk|+ ‖Z‖
)
. (17)

Then problem (1), (2) is globally solvable. Furthermore, if f(x, y, z1, . . . ,
zn+m, Z) is locally Lipschitz continuous with respect to Z, then problem

(1), (2) is well–posed.

Remark 4. In Theorem 3 condition (16) is optimal and it cannot be
weakened. Indeed, in the rectangle [−π, π]× [0, b] consider the problem

u(1,1) = arctan(u(1,0))− arctan(1 + u2);

u(0, y) = 0, u(1,0)(x, 0) = u(1,0)(x, b),
(18)
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for which condition (17) holds but condition (16) is violated. As a result
problem (18) has a unique solution u(x, y) ≡ tan(x), which cannot be con-
tinued outside the rectangle (−π

2 ,
π
2 )× [0, b].

Below separately consider the case, where the righthand side of equation
(1.1) does not contain the derivatives u(m,k) (k = 1, . . . , n− 1), i.e., where
equation (1.1) has the form

u(m,n) = g(x, y, u(m,0), u(0,n), . . . , u(m−1,n),Dm−1,n−1[u]), (19)

where (x, y, z1, . . . , zm+1, Z) → g(x, y, z1, . . . , zm+1, Z) is continuous in Ω×
R

m+1×R
m×n and continuously differentiable with respect to z1, . . . , zm+1.

We also assume that the function g is sublinear, i.e., for some constant l0 > 0
g satisfies the inequality

|g(x, y, z1, . . . , zm+1, Z)| ≤ l0

(
1 +

m+1∑

k=1

|zk|+ ‖Z‖
)

in Ω× R
m+1 × R

m×n.
Corollaries 1—3 concern the case, where (2) is either the initial–Dirichlet

u(j,0)(0, y) = ϕj(y) (j = 0, . . . ,m− 1),

u(m,i−1)(x, y1(x)) = ψ1i(x) (i = 1, . . . , n∗),

u(m,k−1)(x, y2(x)) = ψ2k(x) (k = 1, . . . , n− n∗),

(20)

or the initial–periodic conditions

u(j,0)(0, y) = ϕj(y) (j = 0, . . . ,m− 1),

u(m,k−1)(x, y1(x)) = u(m,k−1)(x, y2(x)) + ψk(x) (k = 1, . . . , n),
(21)

where n∗ is the integer part of n/2, ϕj ∈ C
n([0, b]), ψk ∈ C(I), ψ1k, ψ2k ∈

C(I), y1, y2 ∈ C(I), 0 ≤ y1(x) < y2(x) ≤ b for x ∈ I .

Corollary 1. Let there exist a nonnegative function p0 ∈ C(Ω) and a

positive number ε such the condition

−p0(x, y) ≤ (−1)n−n∗(y − y1(x))
n−2n∗gz1

(x, y, z1, . . . , zm+1, Z) ≤

≤
αn − ε

4

( 2π

y2(x)− y1(x)

)2n∗

holds in Ω × R
m+1 × R

m×n, where αn = 1 for n = 2n∗, and αn = n/2
for n = 2n∗ + 1. Then problem (19), (20) is globally solvable. Furthermore,

if f(x, y, z1, . . . , zm+1, Z) is locally Lipschitz continuous with respect to Z,

then problem (19), (20) is well–posed.

Corollary 2. Let there exist nonnegative functions pi ∈ C(Ω) (i = 0, 1)
such that

y2(x)∫

y1(x)

p1(x, y) dy > 0 for x ∈ I,
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and the condition

−p0(x, y) ≤ σ gz1
(x, y, z1, . . . , zm+1, Z) ≤ −p1(x, y),

holds in Ω× R
m+1 × R

m×n, where

σ = (−1)n∗ for n = 2n∗, and σ ∈ {−1, 1} for n = 2n∗ + 1.

Then problem (19), (21) is globally solvable. Furthermore, if g(x, y, z1, . . . ,
zm+1, Z) is locally Lipschitz continuous with respect to Z, then problem

(19), (21) is well–posed.

Corollary 3. Let n = 2n∗, and let there exist a positive number ε
and a nonnegative function p1 ∈ C(Ω) satisfying inequality (1.41) such the

condition

p1(x, y) ≤ (−1)n∗gz1
(x, y, z1, . . . , zm+1, Z) ≤

( 2π − ε

y2(x) − y1(x)

)n

,

holds in Ω × R
m+1 × R

m×n. Then problem (19), (21) is globally solvable.

Furthermore, if g(x, y, z1, . . . , zm+1, Z) is locally Lipschitz continuous with

respect to Z, then problem (19), (21) is well–posed.
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