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Abstract. We generalize results of Calderbank, Hanlon and Robinson on the representation of the symmetric
group on the homology of posets of partitions with restricted block size. Calderbank, Hanlon and Robinson
consider the cases of block sizes that are congruent to 0 modd and 1 modd for fixed d. We derive a general
formula for the representation of the symmetric group on the homology of posets of partitions whose block sizes
are congruent tok modd for anyk andd. This formula reduces to the Calderbank-Hanlon-Robinson formulas
whenk = 0, 1 and to formulas of Sundaram for the virtual representation on the alternating sum of homology.
Our results apply to restricted block size partition posets even more general than thek mod d partition posets.
These posets include the lattice of partitions whose block sizes are bounded from below by some fixedk. Our main
tools involve the new theory of nonpure shellability developed by Bj¨orner and Wachs and a generalization of a
technique of Sundaram which uses Whitney homology to compute homology representations of Cohen-Macaulay
posets. An application to subspace arrangements is also discussed.
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Introduction

Shellability is a well-known notion in algebraic and topological combinatorics which until
recently applied only to pure (i.e., all maximal chains have the same length) posets and
simplicial complexes. In [7, 8] Bj¨orner and the author extend the theory of shellability to
nonpure posets and complexes. The nonpure setting provides for a richer theory which
enables one to analyze many important and natural classes of posets that are nonpure. One
major distinction between pure shellability and nonpure shellability is that a pure shellable
poset can have nonvanishing homology only in the top dimension while a nonpure shellable
poset can have nonvanishing homology in various dimensions.

In this paper, we use the theory of nonpure shellability to generalize a powerful technique
developed by Sundaram for computing the character of group actions on the top dimen-
sional homology of Cohen-Macaulay posets. We then apply the generalized technique to
computing the representation of the symmetric group on each homology for a general class
of subposets of the partition lattice induced by restricting the block sizes of the partitions.
This general class contains subposets which are nonpure shellable.

Homology of restricted block size partition posets was first considered by Calderbank,
Hanlon and Robinson [10] who derived beautiful plethystic formulas yielding the character
of the representation of the symmetric group on the top homology of thed-divisible partition
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lattice (all block sizes divisible by some fixedd) and the 1 modd partition lattice (all block
sizes congruent to 1 modd), both of which are pure. A key fact used in the Calderbank,
Hanlon and Robinson proof is that the two posets are pure shellable which was proved
respectively by Wachs and Bj¨orner (cf. [10, 17]). For generalk, thek modd partition poset
is not pure and that is where the difficulty lies in computing the homology representations
of the generalk modd partition posets.

In [21], Sundaram gives a formula for the virtual representation of the symmetric group
on the alternating sum of homology of thek mod d partition poset. When the poset
is pure and shellable, as in the casek = 0, 1, Sundaram’s formula gives the nonvirtual
representation on the top dimensional homology since homology in every other dimension
vanishes. However, when the poset is not pure, as for generalk, one cannot extract the
nonvirtual representation on each homology from the virtual alternating sum representation,
even though, as we establish here, the poset is shellable.

In this paper, we succeed in obtaining a formula which gives the representation of the
symmetric group on each homology of the generalk modd partition poset. Our formula
refines the alternating sum formula of Sundaram and reduces to the formulas of Calderbank,
Hanlon and Robinson whenk = 0, 1. More generally, we give two simple conditions on sets
T ⊆ P and show that these conditions imply that5T

n , the poset of partitions of [n] whose
block sizes are inT , is shellable and its dual is semipure (i.e., all proper principal lower
order ideals are pure). Then we derive a formula giving the representation of the symmetric
groupSn on each homology of5T

n . The simple conditions are satisfied, for example, by
the set{k + id | i ∈ N}, for all k, d ∈ P. Whenk = d we have thed-divisible partition
lattice and when 1≤ k ≤ d we have thek modd partition poset. Whend = 1, we have the
at leastk partition lattice, which was first proved to be shellable in [7]. Our formula, when
d = 1, implies another formula of Sundaram for the virtual representation of the symmetric
group on the the alternating sum of homology of the “at leastk partition lattice”.

Sundaram’s technique for computing virtual representations on alternating sums of ho-
mology is based on her result equating alternating sums of homology representations with
alternating sums of Whitney homology representations. When all but the top homology
vanishes, this reduces to a formula expressing the top homology representation as an alter-
nating sum of Whitney homology representations. We generalize this result to semipure
posets that satisfy a certain homological condition implied by shellability, by introducing a
new doubly indexed Whitney homology and expressing the homology representation of the
poset in terms of the doubly indexed Whitney homology representations. As a consequence,
we are also able to express the Betti numbers of the poset in terms of the M¨obius function
of certain intervals.

Sundaram expresses the Frobenius characteristic of each Whitney homology of the dual
of a partition poset as a homogeneous component of the plethysm of certain symmetric
functions. We refine and abstract her results by expressing a generating function for the
Frobenius characteristic of the doubly indexed Whitney homology as a plethysm of a
certain symmetric function with a certain generating function for the complete homogeneous
symmetric functions.

In Section 1 we review Sundaram’s result equating alternating homology representa-
tions with alternating Whitney homology representations. We also discuss some homologi-
cal consequences of nonpure shellability, one of which is Stanley’s recent notion of
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sequentially Cohen-Macaulay (the nonpure version of Cohen-Macaualay). We present
a new characterization of sequentially Cohen-Macaulay which follows from one due to
Duval [11].

In Section 2 we introduce the notion of doubly indexed Whitney homology and a variant
of it. Doubly indexed Whitney homology is used to express homology representations of
any semipure sequentially Cohen-Macaulay poset. The variant is used to do the same for
sequentially Cohen-Macaulay posets whose dual is semipure.

In Section 3 we present the two simple conditions on a setT ⊆ P and show that these
conditions imply that5T

n is shellable and its dual is semipure. We discuss examples of sets
T that satisfy the conditions, one of which is the set{k+ id | i ∈ N}.

In Section 4 we derive the plethystic formulas for the generating function of the Frobenius
characteristic of the doubly indexed Whitney homology of the dual of5T

n . By combining
this with the results of Section 2, we obtain a generating function for the characteristic of
homology of5T

n in each dimension. This result specializes to generating functions for the
characteristic of homology of thek modd and the at leastk partition poset.

The doubly indexed Whitney homology representations of the dual of the partition posets
decompose naturally into representations which are induced up from direct products of
wreath products. In Section 5 we prove a general plethystic formula, stated and used
in Section 4, for the generating function of the Frobenius characteristic of these induced
representations.

In Section 6, we present some identities which can be derived from the formulas of
Section 4. They can also be explained by considering the variant of doubly indexed Whitney
homology on5T

n . We also touch upon connections with subspace arrangements. We use
the formulas of Section 4 and an equivariant Goresky-MacPherson formula of Sundaram
and Welker [24] to derive a formula for the representation of the symmetric group on the
cohomology of the complement of a complexified subspace arrangement whose intersection
lattice is5T

n .

1. Preliminaries

Let P be a finite bounded poset of length` = `(P) ≥ 0, with minimum element̂0 and
maximum element̂1. Let P̄ denote the induced subposetP\{0̂, 1̂}. For x ≤ y in P,
(x, y) denotes the open interval{z ∈ P | x < z < y}, [x, y] denotes the closed interval
{z ∈ P | x ≤ z ≤ y} and`(x, y) denotes the length̀([x, y]) of the interval. P is said to
bepure(also known as ranked or graded) if all its maximal chains have the same length.

Recall that if`(P) ≥ 1, theorder complexof P, denoted by1(P), is defined to be the
(` − 2)-dimensional simplicial complex whose vertices are the elements ofP̄ and whose
faces are the chains of̄P. For r ∈ Z and`(P) ≥ 1, let H̃r (P) denote ther th reduced
simplicial homologyH̃r (1(P),C). For`(P) = 0 (i.e.,|P| = 1), defineH̃r (P) to beC if
r = −2 and 0 otherwise. Forx ≤ y in P, let H̃r (x, y) denote ther th homologyH̃r ([x, y])
of the interval [x, y]. If [ x, y] has vanishing homology in all dimensions below the top
dimensioǹ (x, y)− 2 then we writeH̃(x, y) instead ofH̃`(x,y)−2(x, y).

Whitney homology for geometric lattices was introduced by Baclawski [1]. A formula-
tion due to Björner [2] characterizes Whitney homology for any bounded posetP as the
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direct sum
⊕

x∈P H̃r−2(0̂, x). Here, we slightly modify this formulation by defining therth
Whitney homologyof P to be

W Hr (P) =
⊕

x∈P\{1̂}
H̃r−2(0̂, x).

If a finite groupG acts as a group of automorphisms ofP then we say thatP is aG-poset.
For eachx ∈ P, any elementg ∈ G acts as a map from chains in(0̂, x) to chains of the
same length in(0̂, gx). This induces a linear map from the vector space whose basis is
the set of lengthr chains of(0̂, x) to the vector space whose basis is the set of lengthr
chains of(0̂, gx), for eachr . Since this map commutes with the boundary maps on the
corresponding chain vector spaces, it induces a linear map fromH̃r (0̂, x) to H̃r (0̂, gx).
Hence, the action ofG on P induces a representation ofG on H̃r (P) and onW Hr (P) for
eachr . The following important relationship between theseG-modules was established by
Sundaram [20] as a consequence of the Hopf trace formula.

Proposition 1.1 [20] Let P be a G-poset. Then the following isomorphism of sums of
virtual G-modules holds:

⊕̀
r=1

(−1)r H̃r−2(P) =
`−1⊕
r=0

(−1)r+1W Hr (P). (1.1)

Corollary 1.2 [20] Let P be a G-poset of length̀≥ 1. If H̃i (P) vanishes for all i6= `−2
then the G-modulẽH`−2(P) decomposes into a sum of virtual G-modules as follows

H̃`−2(P) =
`−1⊕
r=0

(−1)`+r+1W Hr (P). (1.2)

Consequently, if P is Cohen-Macaulay(i.e., homology of all intervals vanish below the
top dimension) then(1.2) holds.

We assume familiarity with the theory of shellable simplicial complexes and posets (cf.
[6]). Recall, in particular, that a pure shellable poset or simplicial complex is Cohen-
Macaulay. In [20], Corollary 1.2 is applied to certain examples of pure shellable posets.
Examples of nonpure posets have recently arisen which have lead to an extension of the
theory of shellability from pure to nonpure complexes and posets [7, 8]. Since a nonpure
shellable poset can have nonvanishing homology in more than one dimension, Corollary 1.2,
as it stands, cannot be used to compute the homology of nonpure shellable posets. In the
next section, we will generalize Corollary 1.2 to a class of posets which include posets that
are nonpure and shellable.

Let1 be a finited-dimensional simplicial complex. Forr ∈ Z, let Cr (1) denote ther th
simplicial chain space overC (C−1(1) is the one-dimensional vector space generated by
the empty face) and̃Hr (1) denote ther th reduced simplicial homology of1 overC. For
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−1≤ m≤ d, let1〈m〉 be the subcomplex of1 generated by all facets of dimension at least
m. We say that1 has thevanishing homology propertyif H̃i (1

〈m〉) = 0 for all i < m.

Theorem 1.3 Let1be a shellable simplicial complex. Then1has the vanishing homology
property.

Proof: By [7, Theorem 2.9],1〈m〉 is shellable for all−1≤ m≤ dim1. Since the dimen-
sion of thei th homology of a shellable complex is equal to the number ofi -dimensional
facets with a certain property [7, Theorem 3.4 and Corollary 4.2], thei th homology vanishes
if there are noi -dimensional facets. Fori < m, there are noi dimensional facets in1〈m〉.
Hence thei th homology of1〈m〉 vanishes wheni < m. 2

Recently Stanley [19] extended the connection between pure shellability and Cohen-
Macaulayness to the nonpure case by finding a nonpure generalization of the notion of
Cohen-Macaulay. Instead of giving Stanley’s formulation we state the following charac-
terization, established by Duval [11]. Thepure s-skeleton1[s] of a simplicial complex1
is defined to be the subcomplex generated by all faces of dimensions.

Proposition 1.4 [11] A simplicial complex1 is sequentially Cohen-Macaulay if and only
if its pure s-skeleton1[s] is Cohen-Macaulay for all−1≤ s ≤ d.

Recall that thelink of a faceF in 1 is defined to be the subcomplex

lk1F = {G ∈ 1 | F ∪ G ∈ 1, F ∩ G = ∅}.

We will use the following characterization of sequential Cohen-Macaulay which follows
readily from Duval’s characterization.

Theorem 1.5 A simplicial complex is sequentially Cohen-Macaulay if and only if the link
of each of its faces has the vanishing homology property.

Proof: Let 1 be ad-dimensional simplicial complex and letF be any face. We claim
that for allm andr such that dimF ≤ m≤ d and−1≤ r < m− dim F ,

H̃r (lk1[m] F) = H̃r ((lk1F)〈m
′〉), (1.3)

wherem′ = m− dim F . To prove this claim we first observe thatCr (1
[m]) = Cr (1

〈m〉) if
r ≤ m. It follows that

H̃r (1
[m]) = H̃r (1

〈m〉)

if r < m. Next we observe that

lk1[m] F = (lk1F)[m
′] .
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It now follows that

H̃r (lk1[m] F) = H̃r ((lk1F)[m
′])

= H̃r ((lk1F)〈m
′〉),

for r < m′ as claimed.
Duval’s characterization (Proposition 1.4), says that the condition that1 is sequentially

Cohen-Macaulay is equivalent to the condition that the left side of (1.3) equals 0. Since,
setting the right side of (1.3) equal to 0 is the same as requiring that all links have the
vanishing homology property, the result holds. 2

Corollary 1.6 [19] Let 1 be a shellable simplicial complex. Then1 is sequentially
Cohen-Macaulay.

Proof: Since the link of any face of a shellable complex is shellable [8, Proposition 10.14],
it follows from Theorem 1.3 that all the links have the vanishing homology property. Hence,
by Theorem 1.5,1 is sequentially Cohen-Macaulay. 2

Lemma 1.7 Let1 be sequentially Cohen-Macaulay. Then1〈m〉 is sequentially Cohen-
Macaulay for all m such that−1≤ m≤ d.

Proof: First note that if−1 ≤ m′,m ≤ d, then(1〈m〉)〈m
′〉 = 1〈max(m,m′)〉. It follows that

if 1 has the vanishing homology property then so does1〈m〉. Also note that ifF is a face
of 1〈m〉 then lk1〈m〉F = (lk1F)〈m−dim F〉. It follows that if the link in1 of each face of
1 has the vanishing homology property then the link in1〈m〉 of each face of1〈m〉 has the
vanishing homology property. Hence, the result follows from Theorem 1.5. 2

Lemma 1.8 Let1 have the vanishing homology property. Then

H̃i (1
〈m〉) =

{
H̃i (1) if i ≥ m

0 otherwise.
(1.4)

Proof: It is easy to see that the first case of (1.4) holds for any simplicial complex1.
Indeed, this follows from the facts thatCi (1

〈m〉) = Ci (1) and the boundary map∂i for
1〈m〉 and1 are the same. Since the second case of (1.4) is simply the vanishing homology
property, the result is valid. 2

All of the above results pertaining to sequentially Cohen-Macaulay complexes and the
vanishing homology property are valid for homology taken over any coefficient ring. We
are grateful to an anonymous referee for the following important observation.

Proposition 1.9 Let1 be a simplicial complex with the vanishing homology property
over the ring of integers. TheñHi (1,Z) is free for all i and vanishes whenever there is no
facet of dimension i .
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Proof: Let i be such thatH̃i (1,Z) 6= 0 and letσ be any cycle of dimensioni that is not a
boundary. SinceH̃i (1

〈i+1〉,Z) = 0, the cycleσ must involve a facet of dimensioni . Since
any multiple ofσ must also involve this facet, no multiple ofσ can be a boundary either.
ThusH̃i (1,Z) is free. 2

We say that a bounded posetP has the vanishing homology property (resp., is shellable,
sequentially Cohen-Macaulay) if its order complex1(P) has the vanishing homology
property (resp., is shellable, sequentially Cohen-Macaulay). Note that each closed interval
of P has order complex equal to the link of some face of1(P). Hence, by Theorem 1.5,
all intervals of a sequentially Cohen-Macaulay poset are sequentially Cohen-Macaulay.

2. Refinement of Whitney homology

In this section we refine the notion of Whitney homology and use the refined notion to
extend Corollary 1.2 to nonpure posets. We give two different refinements which coincide
for the class of semipure sequentially Cohen-Macaulay posets.

Definition 2.1 Let P be a bounded poset of length` ≥ 1. For eachx ∈ P let m(x) be the
length of the longest chain containingx (i.e.,m(x) = `(0̂, x)+ `(x, 1̂)). Forr,m ∈ Z, the
(r,m)-Whitney homology ofP is defined to be

W Hr,m(P) =
⊕

x∈P\{1̂}
m(x)=m

H̃r−2(0̂, x).

Remark Baclawski’s definition of Whitney homology involves a differential which makes
Whitney homology an actual homology theory. One could formulate our refinement by
using the same differential. However, such a formulation is not needed in this work since
we are merely using the refinement of Whitney homology as a tool in computing poset
homology representations.

Note that if G is an automorphism group ofP, then each(r,m)-Whitney homology
is a G-invariant subspace of Whitney homology and each Whitney homologyG-module
decomposes into a direct sum ofG-modules as follows,

W Hr (P) =
⊕̀

m=r+1

W Hr,m(P).

If P is pure then

W Hr (P) = W Hr,`(P). (2.1)

Note thatW H0,`(P) is the trivialG-module andW H0,m(P) is (0) for m 6= `.
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As in [8], we say thatP is semipureif all proper lower intervals [̂0, x], x < 1̂ are pure.
The following generalization of Corollary 1.2 is the main result of this section and will be
used to compute homology representations of the semipure shellable posets considered in
the next section.

Theorem 2.2 Let P be a semipure G-poset of length` ≥ 1 with the vanishing homology
property. Then for each m, the G-moduleH̃m−2(P) decomposes into a sum of virtual
G-modules as follows

H̃m−2(P) =
m−1⊕
r=0

(−1)m+r+1W Hr,m(P). (2.2)

Consequently, if P is semipure and shellable, or more generally semipure and sequentially
Cohen-Macaulay, then(2.2) holds.

Proof: For eachm such that 1≤ m ≤ `, let P〈m〉 be the induced subposet ofP on the
set{x ∈ P | m(x) ≥ m}. SinceP is semipure,P〈m〉 is simply 1̂ together with the order
ideal generated by coatoms of rank at leastm− 1. Hence, all maximal chains inP〈m〉 have
length at leastm. Therefore,

1(P〈m〉) = 1(P)〈m−2〉. (2.3)

By (2.3) and Lemma 1.8 we have that

H̃r−2(P
〈m〉) =

{
H̃r−2(P) if r ≥ m
0 otherwise.

(2.4)

We shall first establish (2.2) form= `. Since P〈`〉 has vanishing homology for all
dimensions but̀ − 2, we can apply Corollary 1.2 toP〈`〉 to obtain,

H̃`−2(P
〈`〉) =

`−1⊕
r=0

(−1)`+r+1W Hr (P
〈`〉). (2.5)

SinceP〈`〉 is pure, by (2.1) we have

W Hr (P
〈`〉) = W Hr,`(P

〈`〉) = W Hr,`(P).

Equation (2.2) form= ` now follows by substituting this and (2.4) into (2.5).
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Now suppose thatm< `. By Proposition 1.1 applied toP〈m〉 andP〈m+1〉, we have

⊕̀
r=1

(−1)r H̃r−2(P
〈m〉) −

⊕̀
r=1

(−1)r H̃r−2(P
〈m+1〉)

=
`−1⊕
r=0

(−1)r+1W Hr (P
〈m〉)−

`−1⊕
r=0

(−1)r+1W Hr (P
〈m+1〉)

=
`−1⊕
r=0

(−1)r+1

 ⊕
x∈P\{1̂}
m(x)≥m

H̃r−2(0̂, x) −
⊕

x∈P\{1̂}
m(x)≥m+1

H̃r−2(0̂, x)



=
`−1⊕
r=0

(−1)r+1

 ⊕
x∈P\{1̂}
m(x)=m

H̃r−2(0̂, x)


=

m−1⊕
r=0

(−1)r+1W Hr,m(P).

By (2.4), we thus have

m−1⊕
r=0

(−1)r+1W Hr,m(P) =
⊕̀
r=m

(−1)r H̃r−2(P) −
⊕̀

r=m+1

(−1)r H̃r−2(P)

= (−1)mH̃m−2(P). 2

As a consequence of Theorem 2.2, we obtain a formula for the Betti numbers ofP in
terms of the M¨obius function ofP. Letβi (P) denote thei th Betti number, dimH̃i (P), and
letµ denote the M¨obius function ofP.

Corollary 2.3 If P is semipure of length̀≥ 1 and has the vanishing homology property
then

βm−2(P) = (−1)m+1
∑

x∈P\{1̂}
m(x)=m

µ(0̂, x),

for all m.

Proof: By taking dimensions of the representations in (2.2) we obtain
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βm−2(P) = (−1)m+1

 ∑
x∈P\{1̂}
m(x)=m

m−1∑
r=0

(−1)rβr−2([0̂, x])

.
By the Euler-Poincar´e formula, the inner sum is the reduced Euler characteristic of1([0̂, x])
which is simplyµ(0̂, x). 2

We can weaken the condition thatP is semipure in the hypothesis of Theorem 2.2 provi-
ded thatP is sequentially Cohen-Macaulay. To do this we define a variant of(r,m)-Whitney
homology which coincides with the previous notion of(r,m)-Whitney homology whenP
is semipure and sequentially Cohen-Macaulay.

Definition 2.4 Let P be a bounded poset of length` ≥ 1. For r,m ∈ Z, the variant
(r,m)-Whitney homology ofP is defined to be

W H#
r,m(P) =

⊕
x∈P\{1̂}

`(x,1̂)=m−r

H̃r−2(0̂, x). (2.6)

EachW H#
r,m(P) is aG-invariant subspace of Whitney homology. Note thatW H#

0,`(P)
is the trivialG-module andW H#

0,m(P) is (0) for m< `.

Proposition 2.5 If P is semipure and sequentially Cohen-Macaulay then

W H#
r,m(P) = W Hr,m(P)

for all r ,m.

Proof: It follows from the fact thatP is semipure and sequentially Cohen-Macaulay, that
each interval [̂0, x], x ∈ P\{1̂}, is pure and has homology equal to 0 in all dimensions
other than`(0̂, x) − 2. Hence,r = `(0̂, x) for the nonvanishing terms of (2.6). The
condition`(x, 1̂) = m− r is thus equivalent to the conditioǹ(0̂, x)+ `(x, 1̂) = m. Since
m(x) = `(0̂, x) + `(x, 1̂), the summation range for the nonvanishing terms of (2.6) is
identical to that of Definition 2.1. 2

We shall say that a bounded posetP is weakly semipureif for eachx ∈ P either [̂0, x]
or [x, 1̂] is pure.

Lemma 2.6 Let P be weakly semipure of length` ≥ 1 and let1 ≤ m ≤ `. Then the
relation≤m, defined by x≤m y if x ≤ y in P and x, y ∈ c for some chain c of length
at least m, is a partial order relation on the set{x ∈ P | m(x) ≥ m}. Moreover, if P 〈m〉

denotes the poset({x ∈ P | m(x) ≥ m},≤m) then

1(P〈m〉) = 1(P)〈m−2〉. (2.7)
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Remark Note that whenP is semipure,P〈m〉 is the induced subposet ofP given in the
proof of Theorem 2.2.

Proof of Lemma 2.6 To show that≤m is a partial order relation, one needs only to check
transitivity. Supposex ≤ y ≤ z in P; x, y ∈ c1 wherec1 has length at leastm andy, z ∈ c2

wherec2 has length at leastm. Takec1 andc2 to be maximal chains. We must find a chainc
of length at leastmsuch thatx, z ∈ c. We claim that the chainc = (c1∩[0̂, y])∪(c2∩[y, 1̂])
is such a chain. Clearlyx, z ∈ c. If [ 0̂, y] is pure then

`(c) = `(c1 ∩ [0̂, y])+ `(c2 ∩ [y, 1̂])

= `(c2 ∩ [0̂, y])+ `(c2 ∩ [y, 1̂])

= `(c2).

Similarly, if [ y, 1̂] is pure`(c) = `(c1). In either casè(c) ≥ m. Hence the relation defined
on P〈m〉 is indeed a partial order relation.

The construction of the chainc given in the verification of transitivity can be used to
show that all maximal chains ofP〈m〉 have length at leastm. Hence (2.7) holds.

For P weakly semipure andx ∈ P〈m〉, let [0̂, x]m denote the interval{z ∈ P〈m〉 | 0̂ ≤m

z≤m x} in P〈m〉.

Lemma 2.7 Let P be a weakly semipure, sequentially Cohen-Macaulay poset of length
` ≥ 1. Then for all x∈ P〈m〉, where1≤ m≤ `, and r ∈ Z,

H̃r−2([0̂, x]m) =
{

H̃r−2(0̂, x) if r ≥ m− `(x, 1̂)
0 otherwise.

(2.8)

Proof: Equation (2.8) is easy to check ifx = 0̂; so assumex > 0̂. Observe that [̂0, x] is
weakly semipure. Hence, (2.7) can be applied to [0̂, x]. Since [̂0, x] also has the vanishing
homology property, Lemma 1.8 applied to the order complex of [0̂, x] yields

H̃r−2([0̂, x]〈m−`(x,1̂)〉) =
{

H̃r−2(0̂, x) if r ≥ m− `(x, 1̂)
0 otherwise.

The result now follows from the observation that [0̂, x]m = [0̂, x]〈m−`(x,1̂)〉. 2

Theorem 2.8 Let P be a weakly semipure and sequentially Cohen-Macaulay G-poset of
length` ≥ 1. Then for each m, the G-moduleH̃m−2(P) decomposes into a sum of virtual
G-modules as follows

H̃m−2(P) =
m−1⊕
r=0

(−1)m+r+1W H#
r,m(P).

Proof: By Lemmas 2.6 and 1.7,P〈m〉 is sequentially Cohen-Macaulay for allm ∈ [`].
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SinceP〈`〉 is pure and sequentially Cohen-Macaulay, it is Cohen-Macaulay. Corollary 1.2
can therefore be applied toP〈`〉 yielding (2.5) as in the proof of Theorem 2.2. SinceP〈`〉 is
Cohen-Macaulay,W Hr (P〈`〉) = W H#

r,`(P
〈`〉) for all r, `. We have by Lemma 2.7

W H#
r,`(P

〈`〉) =
⊕

x∈P\{1̂}
`(x,1̂)=`−r

m(x)=`

H̃r−2([0̂, x]`)

=
⊕

x∈P\{1̂}
`(x,1̂)=`−r

H̃r−2(0̂, x)

= W H#
r,`(P).

Hence,W Hr (P〈`〉) = W H#
r,`(P). Also by Lemma 2.7,H̃`−2(P〈`〉) = H̃`−2(P). Therefore,

the result form= ` again follows by substitution into (2.5).
Now suppose thatm< `. By Proposition 1.1 applied toP〈m〉 andP〈m+1〉, we have

⊕̀
r=1

(−1)r H̃r−2(P
〈m〉)−

⊕̀
r=1

(−1)r H̃r−2(P
〈m+1〉)

=
`−1⊕
r=0

(−1)r+1(W Hr (P
〈m〉)−W Hr (P

〈m+1〉)). (2.9)

By Lemma 2.7, the left side of (2.9) is

⊕̀
r=m

(−1)r H̃r−2(P) −
⊕̀

r=m+1

(−1)r H̃r−2(P) = (−1)mH̃m−2(P).

Lemma 2.7 is also used to evaluate the right side of (2.9). We have

W Hr (P
〈m〉)−W Hr (P

〈m+1〉)
=

⊕
x∈P\{1̂}
m(x)≥m

H̃r−2([0̂, x]m) −
⊕

x∈P\{1̂}
m(x)≥m+1

H̃r−2([0̂, x]m+1)

=
⊕

x∈P\{1̂}
m(x)≥m

`(x,1̂)≥m−r

H̃r−2(0̂, x) −
⊕

x∈P\{1̂}
m(x)≥m+1

`(x,1̂)≥m+1−r

H̃r−2(0̂, x)

=
⊕

x∈P\{1̂}
m(x)=m

`(x,1̂)≥m−r

H̃r−2(0̂, x) ⊕
⊕

x∈P\{1̂}
m(x)≥m+1

`(x,1̂)=m−r

H̃r−2(0̂, x).
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Sincem(x)− `(x, 1̂) = `(0̂, x),

H̃r−2(0̂, x) = 0 if r > m(x)− `(x, 1̂). (2.10)

Hence we can replacè(x, 1̂) ≥ m− r with `(x, 1̂) = m− r in the range of summation of
the first sum. This yields

W Hr (P
〈m〉)−W Hr (P

〈m+1〉) =
⊕

x∈P\{1̂}
m(x)≥m

`(x,1̂)=m−r

H̃r−2(0̂, x).

Also by (2.10) we can eliminatem(x) ≥ m in the range of summation since ifm(x) < m
thenm(x)− `(x, 1̂) < m− `(x, 1̂) = r , forcing H̃r−2(0̂, x) to be 0. It follows that

W Hr (P
〈m〉)−W Hr (P

〈m+1〉) = W H#
r,m(P),

for 0≤ r < `. By plugging this into the right side of (2.9) we obtain the result. 2

3. Shellability of posets of partitions with restricted block size

In this section we establish shellability of certain subposets of the partition lattice obtained
by restricting block sizes. The set of positive integers will be denoted byP and the set of
nonnegative integers byN. For anyn ∈ P, the lattice of partitions of [n] = {1, 2, . . . ,n},
ordered by refinement, is denoted by5n. Recall that5n is pure and bounded with minimum
element̂0= 1/2/ . . . /n and maximum element̂1= 12, . . . ,n.

Given any setT ⊆ P, where 1/∈ T , let5T
n be the induced subposet of5n consisting

of 0̂, 1̂ and all partitions of [n] whose block sizes are inT . If 1 ∈ T , then in order for our
results to hold we let5T

n be the induced subposet as above with a new minimum element
0̂ attached below 1/2/ . . . /n. We give two conditions onT which together will be shown
to guarantee the shellability of5T

n .

Definition 3.1 Letd ∈ P. We shall say thatT ⊆ P isd-additive if for allt1, t2, . . . , t j ∈ T ,
we havet1+ t2+ · · · + t j ∈ T if and only if j ≡ 1 modd. We say thatT is additive if it is
d-additive for somed.

Definition 3.2 We shall say that a nonempty subsetT ⊆ P is subtractive if for allt1, t2 ∈ T ,
t1+ t2−minT ∈ T .

Example 3.3 Let T = P. ThenT is 1-additive and subtractive. The poset5T
n \{0̂} is5n

which is a well-known example of a pure shellable poset.

Example 3.4 For fixed integerk ≥ 1, letT = {k, k+ 1, k+ 2, . . .}. ThenT is 1-additive
and subtractive. The poset5T

n is called theat least k partition latticeand is denoted by
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5≥k
n . It is not pure in general and was shown to be shellable by Bj¨orner and Wachs [7, Sec-

tion 7].

Example 3.5 For fixed integerd ≥ 1, letT = {d, 2d, 3d, . . .}. ThenT is 1-additive and
subtractive. The poset5T

n is known as thed-divisible partition lattice. It is pure and was
shown to be shellable by Wachs (cf. 17, 26).

Example 3.6 For fixed integersd ≥ 1 andk ≥ 1, letT = {kd, (k+ 1)d, (k+ 2)d, . . .}
thenT is 1-additive and subtractive. By settingd = 1 we get Example 3.4 and by setting
k = 1 we get Example 3.5.

Example 3.7 For fixed integerd ≥ 1, letT = {1, d+ 1, 2d+ 1, 3d+ 1, . . .}. ThenT is
d-additive and subtractive. It is easy to see that this is the onlyd-additiveT that contains
1. The poset5T

n \{0̂} is known as the 1 modd partition poset and is denoted here by51,d
n .

It is pure and was shown to be shellable by Bj¨orner (see [10]).
The next example generalizes the previous examples.

Example 3.8 For fixed integersk ≥ 1 andd ≥ 1, let T = {k + id | i = 0, 1, 2, . . .}
and letd0 = d

gcd(d,k) . ThenT is d0-additive and subtractive. The poset5T
n which we shall

denote by5(k,d)
n is the main example of this paper. Whend = 1, this example reduces to

Example 3.4 and5(k,d)
n is the at leastk partition lattice. When 2≤ k ≤ d, this example

reduces to thek mod d partition posetwhich further reduces to Examples 3.5 by setting
k = d. Whenk = 1, 5(1,d)

n \ {0̂} is the 1 modd partition poset51,d
n (note the subtle

difference in notation between51,d
n and5(1,d)

n ). Whend dividesk, this example reduces
to Example 3.6.

The next two examples of additive and subtractiveT are not special cases of Example 3.8.

Example 3.9 For fixed integersd ≥ 1 andk ≥ 1, letT = {d, 2d, 3d, . . .}∪{k, k+1, k+
2, . . .}. ThenT is 1-additive and subtractive.

Example 3.10 For fixed integersk ≥ 1 andd ≥ 1 let T = { jk + id | i ∈ N, j ∈ P}.
ThenT is 1-additive and subtractive. Ifk = 3 andd = 2 thenT = {3, 5, 6, 7, 8, . . .}. If
k = 3 andd = 4 thenT = {3, 6, 7, 9, 10, 11, . . .}.

The following Lemma is obvious.

Lemma 3.11 Let T be d-additive. Then for all x∈ 5T
n \{0̂}, the upper interval[x, 1̂] of

5T
n is isomorphic to51,d

b(x), where b(x) is the number of blocks of x. Consequently, the
dual of5T

n is semipure.

A bounded posetP is said to betotally semimodularif for all x1, x2, y ∈ P such that
y > x1, x2, wheneverx1 andx2 cover a common element, there existsz ∈ P such that
z ≤ y andz covers bothx1 andx2. Note that a totally semimodular poset is necessarily
pure.

Lemma 3.12 (Björner, see [10]) For all n, d ∈ P, 51,d
n is totally semimodular.
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Recall that the notion of recursive atom ordering provides a combinatorial tool for es-
tablishing shellability of posets [7, Theorems 5.8 and 5.11]. In [7, Section 7], a recursive
atom ordering for the at leastk partition lattice is given. We shall generalize this recursive
atom ordering to one for5T

n whenT is d-additive and subtractive.

Lemma 3.13 Suppose all proper upper intervals[x, 1̂], x 6= 0̂ of a bounded poset P are
totally semimodular. Then an ordering a1,a2, . . . ,at of the atoms of P is a recursive atom
ordering if and only if

(∗) for all i < j, if ai ,aj < y then there is a k< j and an element z covering aj such
that ak < z≤ y.

Proof: Since the intervals [aj , 1̂] are totally semimodular, every atom ordering of [aj , 1̂]
is recursive by [6, Theorem 5.1]. Hence the first condition in the definition of recursive
atom ordering given in [7, Definition 5.10] holds automatically. Since condition (*) is the
second condition in [7, Definition 5.10], the result holds. 2

Let B1, . . . , Bp be the blocks of a partitionπ ordered by increasing order of minimum
elements. Representπ by the p-tuplewπ = (w1, . . . , wp), wherewi is the word obtained
by listing the elements ofBi increasingly. For example,

wπ = (135, 2679, 48)

represents the partitionπ = 135/2679/48 of59.
The tupleswπ can be ordered lexicographically, that is, both individual wordswi and

tuples of wordswπ are compared in lexicographic order. This induces a total order on any
subset of5n which we shall refer to as lexicographical order.

Theorem 3.14 Let T ⊆ P be d-additive and subtractive. Then the lexicographical order
of the atoms of5T

n is a recursive atom ordering. Consequently5T
n is shellable.

Proof: We prove the result forn ∈ T . Whenn /∈ T , the proof below requires slight
modification which we leave to the reader.

By Lemmas 3.11, 3.12, and 3.13 it suffices to verify the following:

(∗∗) if wπ ′ < wπ andπ ′, π < α for two atomsπ ′ andπ , then there exists an atomτ
and an elementβ coveringπ such thatwτ < wπ andτ < β ≤ α.

Let π = B1/B2/ . . . /Bp andπ ′ = B′1/B′2/ . . . /B′q, with blocks ordered by increasing
minimal elements. Assume thatj is such thatBj 6= B′j and Bi = B′i for i < j . Since
wπ ′ < wπ we must have thatw′j < w j , which leads to two cases.

Case 1. w′j is a prefix inw j . That is,w j is the concatenationw′j u, of wordsw′j andu 6= ∅.
Let U = Bj \B′j and letB′f1, B′f2, . . . , B′fk be the blocks ofπ ′ which intersectU . Then

U ⊆
k⋃

i=1

B′fi ⊆ C,
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whereC is the block ofα that containsBj . If U = ⋃k
i=1 B′fi then Bj = B′j ∪

⋃k
i=1 B′fi

which contradicts the fact thatπ is an atom. ThereforeU(
⋃k

i=1 B′fi .
Now choose an elementy ∈ ⋃k

i=1 B′fi \U . Let Bg be the block ofπ that contains
y. Clearly g > j and Bj ∪ Bg ⊆ C. Now let β be a partition obtained fromπ by
mergingBj , Bg and anyd − 1 other blocksBh1, Bh2, . . . , Bhd−1 of π that are contained in
C. Clearlyβ coversπ in 5T

n andβ ≤ α. It remains to create another atomτ < β such
thatwτ < wπ . This is done by first partitioning the blockBj ∪ Bg ∪

⋃d−1
i=1 Bhi of β into

B, Bj ∪ Bg\B, Bh1, . . . , Bhd−1; whereB consists of the minT smallest elements ofBj . We
have|Bj ∪ Bg\B| = |Bj | + |Bg| −minT which is inT sinceT is subtractive. Hence, the
partition constructed is in5T

n . If this partition is not an atom of5T
n then further partitioning

of Bj ∪ Bg\B will yield an atomτ for whichwτ < wπ .

Case 2. w′j is not a prefix ofw j . Let w′j = x′1x′2 . . . andw j = x1x2 . . ., and lett be
minimal such thatxt 6= x′t . Thenx′t < xt sincew′j < w j , andt ≥ 2 by construction since
Bi = B′i for i < j . Let Bg, g > j , be the block ofπ that containsx′t . ThenBj ∪ Bg ⊆ C,
whereC is the block ofα that containsBj . Letβ be a partition obtained fromπ by merging
Bj andBg andd−1 other blocks contained inC. Then create an atomτ < β by partitioning
the new block ofβ into Bj \{xt } ∪ {x′t }, Bg\{x′t } ∪ {xt } and thed − 1 other blocks. The
elementsτ andβ clearly satisfy condition(∗∗). 2

Corollary 3.15 Let T ⊆ P be additive and subtractive. Then the dual of5T
n is semipure

and sequentially Cohen-Macaulay.

Example 3.16 For fixedk ≥ 1, let T = {1, k, k + 1, k + 2, . . .}. ThenT is subtractive,
but not additive except whenk = 2. Hence, we cannot apply Theorem 3.14 to thisT .
The poset5T

n\{0̂}, known as thek-equal partition lattice, is not pure fork ≥ 3 (it’s not
even weakly semipure), but was shown to be shellable by Bj¨orner and Wachs [7, Section
6]. Shellability is established by means of a lexicographical edge labeling, not a recursive
atom ordering. Thek-equal partition lattice first arose in the work of Bj¨orner Lovász and
Yao [5] in connection with a computational complexity problem. Its homology was further
studied in papers by Bj¨orner and Lov´asz [4], Björner and Welker [9], Bj¨orner and Wachs
[7], Sundaram and Wachs [23] and Sundaram and Welker [24].

Example 3.16 suggests that perhaps additivity can be dropped from the hypothesis of
Theorem 3.14. This, however, is not the case as Example 3.17 below shows. Example 3.18
shows that subtractivity cannot be dropped either. Hence, neither additivity nor subtractivity
alone is sufficient for shellability. Example 3.19 below shows that they are not necessary
either. These examples suggest that it may be possible to weaken the hypothesis of Theorem
3.14 so that it holds for Example 3.16. This would give a unified proof of shellability for
two important classes of examples (Examples 3.8 and 3.16).

Example 3.17 Let T = P−{2, 3, 5, 6, 9, 12}. It is easy to check thatT is subtractive but
not additive. We claim that5T

n is not shellable (or sequentially Cohen-Macaulay) when
n = 16. Indeed, if5T

n were shellable (sequentially Cohen-Macaulay) then every interval
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would be shellable (sequentially Cohen-Macaulay). In particular the interval [x, 1̂], where

x = 1, 2, 3, 4/5, 6, 7, 8/9, 10, 11, 12/13, 14, 15, 16,

would be shellable (sequentially Cohen-Macaulay). But [x, 1̂] is isomorphic to5{1,2,4}4 \{0̂}
which is not shellable or even sequentially Cohen-Macaulay because its order complex
consists of disconnected components which are not points.

Example 3.18 Now let T = P\{1, 2, 4, 7} which is 1-additive but not subtractive since
5+ 5− 3 /∈ T . This example is discussed in [3, Example 7.3] where it is shown that for
n = 15,5T

n is not shellable.

Example 3.19 Let T = {2, 3} which is neither additive nor subtractive. The poset5T
n is

shellable for alln because it has length 2 whenn ≥ 4 and length 1 whenn = 2, 3.
We shall now explore some further properties of additive and subtractive sets that we will

need in the next section. First we set some standard notation. LetA, B ⊆ N and j ∈ N.
ThenA+ B denotes the set{a+b | a ∈ A, b ∈ B}; j A denotes the set{ ja | a ∈ A}; A+ j
denotes the setA+ { j }; for j ≥ 1, A+ j denotes the setA+ . . .+ A︸ ︷︷ ︸

j times

; and A+ denotes the
set
⋃

j≥1 A+ j .

Lemma 3.20 Let T ⊆ P have minimum element k. Then T is subtractive if and only if

T+( j+1) = T + jk, (3.1)

for all j ≥ 0.

Proof: Equation (3.1) withj = 1 is simply a reformulation of subtractivity. Hence, we
need only prove that ifT is subtractive then (3.1) holds for allj ≥ 0. We use induction on
j . The casesj = 0, 1 are trivial; so assume thatj ≥ 2 and that (3.1) holds forj − 1. We
have

T+( j+1) = T + T+ j = T + T + ( j − 1)k = T + k+ ( j − 1)k = T + jk.
2

Corollary 3.21 Let T be subtractive with minimum element k. Then T is d-additive if
and only if(1) T + jk ⊆ T for all j ∈ N such that d| j and (2) (T + jk) ∩ T = ∅ for all
j ∈ N such that d- j .

Lemma 3.22 Let T be d-additive and subtractive. Then for all i∈ P and r ∈ N,

T+(i+rd) ⊆ T+i . (3.2)

Moreover the sets T, T+2, . . . , T+d form a partition of T+ into d distinct blocks.
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Proof: Let k = minT . By Lemma 3.20 and Corollary 3.21,

T+(i+rd) = T + (i − 1+ rd)k = T + rdk+ (i − 1)k ⊆ T + (i − 1)k = T+i .

It follows from (3.2 ) thatT+ =⋃d
j=1 T+ j . So we need only show that the setsT+ j are

pairwise disjoint. Supposen ∈ T+i ∩ T+ j , where 1≤ i ≤ j ≤ d. Then by Lemma 3.20,
t + (i − 1)k = n = t ′ + ( j − 1)k, for somet, t ′ ∈ T . Consequently,t = t ′ + ( j − i )k,
which byd-additivity implies thatd | ( j − i ). Since 0≤ j − i ≤ d − 1, we can conclude
that j = i . 2

Lemma 3.23 Let T be d-additive and subtractive and let n∈ T+ j , where j ∈ [d]. If
x ∈ 5T

n then b(x), the number of blocks of x, satisfies

b(x) ≡ j modd.

Proof: Sincex ∈ 5T
n , we haven ∈ T+b(x). The result now follows from Lemma 3.22.

2

Lemma 3.24 Let T be d-additive and let n∈ T+. For all x ∈ 5T
n\{0̂},

`(x, 1̂) = `(51,d
b(x)

) = ⌈b(x)− 1

d

⌉
.

Proof: The first equation follows from Lemma 3.11 and the second is easy to see.2

Theorem 3.25 Let T be d-additive and subtractive with minimum element k and let
n ∈ T+ j , where j∈ [d]. Then

`
(
5T

n

) = max{r ≥ 0 | n− rdk ∈ T+ j } +
{

1 if j = 1

2 otherwise.

Proof: For`(5T
n ) = 1, the result is easy to see. So assume that`(5T

n ) > 1. We shall use
the obvious fact that

`
(
5T

n

) = max
x∈5T

n

`(x, 1̂)+ 1.

For eachx ∈ 5T
n , let r (x) = (b(x) − j )/d. By Lemma 3.23,r (x) ∈ N. It follows from

Lemma 3.24 that̀(x, 1̂) = r (x) for j = 1 and`(x, 1̂) = r (x)+ 1 for j ≥ 2. Hence,

`
(
5T

n

) = max
x∈5T

n

r (x)+
{

1 if j = 1

2 otherwise.
(3.3)



WHITNEY HOMOLOGY OF SEMIPURE SHELLABLE POSETS 191

Sincen is the sum ofb(x) = r (x)d + j elements ofT , it follows thatn ∈ T+(r (x)d+ j ),
for anyx ∈ 5T

n . Hence, by Lemma 3.20,n− r (x)dk ∈ T+ j for all x ∈ 5T
n . Conversely,

for anyr ≥ 0, such thatn− rdk ∈ T+ j there is anx ∈ 5T
n such thatr (x) = r . Namely, let

x be the partition withrd blocks of sizek and with remainingj blocks having sizes whose
sum is equal ton− rdk ∈ T+ j . Consequently,

max
x∈5T

n

r (x) = max{r ≥ 0 | n− rdk ∈ T+ j }.

Substituting this into (3.3) completes the proof. 2

For T d-additive and subtractive with minimum elementk, defineφT : T+ → N by

φT (n) = max{r ≥ 0 | n− rdk ∈ T+ j }, (3.4)

where j ∈ [d] is such thatn ∈ T+ j . It follows from Lemma 3.22 that this map is well
defined.

The typeof a partitionx ∈ 5n, denotedλ(x), is defined to be the integer partition ofn
whose parts are the block sizes ofx. If λ is a partition ofn, we say|λ| = n.

In the next result we expressm(x) (defined in Definition 2.1) in terms of the functionφT

andλ(x).

Lemma 3.26 Let T be d-additive and subtractive, let n ∈ T+ and let x∈ 5T
n have type

λ = (λ1 ≤ λ2 ≤ · · · ≤ λp). Then

m(x) =
⌈

p− 1

d

⌉
+ 1+

p∑
i=1

φT (λi )

Proof: We use the fact that

m(x) = `(0̂, x)+ `(x, 1̂). (3.5)

To compute the first length, note that the half open interval(0̂, x] is isomorphic to the direct
product

p×
i=1

(
5T
λi
\{0̂}).

It therefore follows from Theorem 3.25 that

`(0̂, x) = 1+
p∑

i=1

(
`(5T

λi

)− 1) = 1+
p∑

i=1

φT (λi ),

since eachλi ∈ T . We also have by Lemma 3.24,`(x, 1̂) = ⌈ p−1
d

⌉
. By substituting these

expressions for the lengths into (3.5) we get the result. 2
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For the setsT of Examples 3.8 and 3.6, we can give simple formulas forφT .

Lemma 3.27 Let k, d ∈ P and T= {k+ id | i ∈ N}. Then for all j∈ P,

T+ j = { jk + id | i ∈ N}. (3.6)

Moreover, each element n∈ T+ has a unique representation as jk+ id, where i∈ N and
j ∈ [d0]; and

φT (n) = φT ( jk + id) =
⌊

i

k0

⌋
,

where d0 = d
gcd(k,d) and k0 = k

gcd(k,d) .

Proof: Equation (3.6) is an immediate consequence of Lemma 3.20.
SinceT isd0-additive and subtractive, by Lemmas 3.20 and 3.22, there is a uniquej ∈ [d0]

such thatn− ( j − 1)k ∈ T . Clearly, there is a uniquei such thatn− ( j − 1)k = k+ id.
Hence eachn ∈ T+ has a unique representation as stated.

By the definition ofφT given in (3.4), we have

φT ( jk + id) = max{r | jk + id − rd0k ∈ T+ j }.

By Lemma 3.20,jk + id − rd0k ∈ T+ j if and only if jk + id − rd0k − ( j − 1)k ∈ T .
But jk + id − rd0k − ( j − 1)k = k + id − rdk0 = k + (i − rk0)d is in T if and only if
i − rk0 ∈ N. HenceφT ( jk + id) = max{r | i − rk0 ∈ N} = b i

k0
c. 2

Corollary 3.28 For k, d ∈ P, let T = {kd, (k+ 1)d, (k+ 2)d, . . .}. Then for all n≥ k,

φT (nd) =
⌊n

k

⌋
− 1.

From anyd-additive and subtractive set, whered ≥ 2, one can construct other additive
and subtractive sets as the following result indicates.

Proposition 3.29 Let T be d-additive and subtractive. Then T+ j is ( d
gcd(d, j ) )-additive

and subtractive for all j∈ P, and T+ is 1-additive and subtractive.

Proof: The proof is a straight forward application of Lemma 3.20 and Corollary 3.21.
We leave the details to to the reader. 2

Remark. One can see from (3.6) that ifT is of the form given in Example 3.8, i.e.,
T = {k+ id | i ∈ N}, then takingT+ j gives no new examples. Indeed, the setT+ j is also
of the form given in Example 3.8. However, takingT+ does give a different example. It is
precisely that of Example 3.10.



WHITNEY HOMOLOGY OF SEMIPURE SHELLABLE POSETS 193

4. Representation ofSn on WHr,m
((

ΠT
n

)∗)
A permutationσ in the symmetric groupSn acts on a partitionx ∈ 5n by replacing the
elements of each block ofx by their images underσ . The induced subposet5T

n is invariant
under this action. Hence5T

n is anSn-poset. It follows that homology and(r,m)-Whitney
homology of5T

n areSn-modules. We compute the character of theSn-moduleH̃m(5
T
n ),

whenT is additive and subtractive, by first computing a generating function for the Frobenius
characteristic of theSn-moduleW Hr,m((5

T
n )
∗) and then applying Theorem 2.2.

Let (
(T

p

)
) denote the set of integer partitions withp parts all chosen from the setT . For

λ = (λ1 ≤ λ2 ≤ · · · ≤ λp) ∈
((T

p

))
, let

m(λ) =
⌈

p− 1

d

⌉
+ 1+

p∑
i=1

φT (λi ), (4.1)

whereφT is defined in (3.4), and let

Hλ,T =
⊕

x:λ(x)=λ
H̃(x, 1̂),

whereH̃(x, 1̂) is the top homology of the interval [x, 1̂] in 5T
|λ|.

Proposition 4.1 Suppose T is d-additive and n∈ T+ j , where j ∈ [d]. Then for all
m ∈ P and r ∈ P (and r = 0 when j= 1), W Hr,m((5

T
n )
∗) decomposes into a direct sum

of Sn-modules as follows,

W Hr,m((5
T
n )
∗) =

⊕
λ∈((T

p))
|λ|=n

m(λ)=m

Hλ,T ,

where

p =
{

rd + 1 if j = 1

(r − 1)d + j if 2 ≤ j ≤ d.

Proof: For eachx ∈ 5T
n , [x, 1̂] has vanishing homology in all dimensions but dimension

`(x, 1̂)−2. Hence, by Lemma 3.24,̃Hr−2(x, 1̂) = 0 if r 6= d b(x)−1
d e. Note thatr = d b(x)−1

d e
if and only if b(x) = rd + 1 or b(x) = (r − 1)d + i wherei = 2, 3, . . . ,d. Since by
Lemma 3.23,b(x) ≡ j mod d, we haver = d b(x)−1

d e if and only b(x) = p. Hence,
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H̃r−2(x, 1̂) = 0 if b(x) 6= p. It follows that

W Hr,m
((
5T

n

)∗) = ⊕
x∈5T

n

b(x)=p
m(x)=m

H̃(x, 1̂).

The result now follows from Lemma 3.26. 2

We assume familiarity with the theory of symmetric functions and plethysm (cf. [16]).
For anySn-moduleV , let ch V denote the Frobenius characteristic ofV in the variables
x1, x2, . . .. Lethn denote the homogeneous symmetric function of degreen in the variables
x1, x2, . . . . In [16], the plethysm of two symmetric functionsf andg, whereg has nonneg-
ative integer coefficients, is computed by replacing the variables off with the monomials
of g. For this substitution to make senseg actually need not be symmetric. It can be any
formal power series with nonnegative integer coefficients. Hence, one can use the above
substitution to define the plethysm of symmetric functionf with any formal power series
g having nonnegative integer coefficients and denote it byf [g]. (Plethysm can be defined
for still more generalg; see Section 6.)

We will need the following refinement and abstraction of results in [20]. For any partition
λ = (λ1 ≤ λ2 ≤ · · · ≤ λp) and variablesz1, z2, . . . , letzλ denote the product,zλ1zλ2 · · · zλp .

Theorem 4.2 Let T be d-additive and p∈ P. Then the generating function for the
characteristic of Hλ,T is given by

∑
λ∈
(
(T

p)
) chHλ,T zλ = chH̃(51,d

p )

[∑
i∈T

hi zi

]
, (4.2)

where the inner function of the plethysm,
∑

i∈T hi zi is viewed as a formal power series in
both x1, x2, . . . and z1, z2, . . ..

The proof of Theorem 4.2 uses many of the ideas of the proofs of the specialized results
in [20]. The proof appears in the next section. Now, we apply the result to computing the
Frobenius characteristic of the homology representations of5T

n .

Corollary 4.3 Let T be d-additive and subtractive. Then for j∈ [d] and r ∈ P (or j = 1
and r = 0),

∑
m>r

n∈T+ j

chW Hr,m
((
5T

n

)∗)
unvm = vr+1 chH̃

(
51,d

p

)[∑
i∈T

hi ui vφT (i )

]
,

where p= rd + 1 if j = 1 and p= (r − 1)d + j if 2≤ j ≤ d.

Proof: Setzi = ui vφT (i ) in (4.2). Then by (4.1),zλ = u|λ|vm(λ)−r−1. The result now
follows from Proposition 4.1, Theorem 4.2 and the linearity of ch. 2
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We finally arrive at our main result.

Theorem 4.4 Let T be d-additive and subtractive. Then

∑
m∈Z
n∈T

(−1)mchH̃m−1
(
5T

n

)
unvm =

∑
r≥0

(−v)r chH̃
(
5

1,d
rd+1

)[∑
i∈T

hi ui vφT (i )

]
, (4.3)

and for j = 2, 3, . . . ,d,

∑
m∈Z

n∈T+ j

(−1)mchH̃m
(
5T

n

)
unvm =

∑
r≥0

(−v)r chH̃
(
5

1,d
rd+ j

)[∑
i∈T

hi ui vφT (i )

]

−
∑

n∈T+ j

hn unvφT (n). (4.4)

Proof: By Corollary 3.15, the dual of5T
n is semipure and has the vanishing homology

property. It follows from Theorem 2.2 and the linearity of ch that

∑
m∈Z

n∈T+ j

(−1)mchH̃m−2
(
5T

n

)
unvm =

∑
m∈Z

n∈T+ j

m−1∑
r=0

(−1)r+1chW Hr,m
((
5T

n

)∗)
unvm. (4.5)

Equation (4.3) now follows from Corollary 4.3.
Now let j = 2, . . . ,d. Then (4.5) and Corollary 4.3 yield,∑

m∈Z
n∈T+ j

(−1)mchH̃m−2
(
5T

n

)
unvm = −

∑
m∈Z

n∈T+ j

chW H0,m
((
5T

n

)∗)
unvm

+
∑
r≥1

(−v)r+1 chH̃
(
5

1,d
(r−1)d+ j

)[∑
i∈T

hi ui vφT (i )

]
.

Equation (4.4) now follows from the fact that chW H0,m(5
T
n ) = hn if m = `(5T

n ) =
φT (n)+ 2 (by Lemma 3.25) and is 0 otherwise. 2

Corollary 4.5 Fix k ≥ 1 and d≥ 1. Let k0 = k
gcd(k,d) and d0 = d

gcd(k,d) . Then∑
m∈Z
i≥0

(−1)mchH̃m−1
(
5
(k,d)
k+id

)
uk+idvm

=
∑
r≥0

(−v)r chH̃
(
5

1,d0
1+rd0

)[∑
i≥0

hk+id uk+idv
b i

k0
c
]
. (4.6)
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and for j = 2, 3, . . . ,d0,∑
m∈Z
i≥0

(−1)mchH̃m
(
5
(k,d)
jk+id

)
u jk+idvm

=
∑
r≥0

(−v)r chH̃
(
5

1,d0
j+rd0

)[∑
i≥0

hk+id uk+idv
b i

k0
c
]
−
∑
i≥0

h jk+id u jk+idv
b i

k0
c
.

(4.7)

Proof: Use Lemma 3.27. 2

Corollary 4.6 For d ≥ 1,

h1 =
∑
r≥0

(−v)r chH̃
(
5

1,d
1+rd

)[∑
i≥0

h1+id v
i

]
. (4.8)

and for j = 2, 3, . . . ,d,

∑
i≥0

h j+id v
i =

∑
r≥0

(−v)r chH̃
(
5

1,d
j+rd

)[∑
i≥0

h1+id v
i

]
. (4.9)

Proof: To obtain (4.8) and (4.9) setk = 1 andu = 1 in (4.6) and (4.7), respectively, and
observe that5(1,d)

j+id is acyclic except whenj = 1 andi = 0, in which case|5(1,d)
1 | = 2.

2

Remark By settingv = 1 in (4.8) and (4.9) we obtain the original formulas of Calderbank,
Hanlon, and Robinson for the homology of the 1 modd partition poset [10]. In particular,
(4.8) says that

∑
i≥0(−1)i chH̃(51,d

1+id) is the plethystic inverse of
∑

i≥0 h1+id . At first
glance, it may appear that (4.8) and (4.9) are more general than the Calderbank-Hanlon-
Robinson formulas. However, it is easy to derive (4.8) and (4.9) directly from these formulas
(cf. Proposition 6.1).

Corollary 4.7 For k ≥ 1,

∑
m∈Z
n≥k

(−1)mchH̃m−2
(
5≥k

n

)
unvm =

∑
r≥1

(−1)r chH̃(5r )

[∑
i≥k

hi ui vb
i
k c
]
. (4.10)

Proof: Setd = 1 in (4.6) or use Corollary 3.28. 2

Remark By settingu = v = 1 in (4.6) (resp., (4.10)) we obtain Sundaram’s formula
[21] for the alternating sum of homology of thek modd partition poset (resp., at leastk
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partition lattice). By also settingk = d in Corollary 4.5, we obtain the original formula of
Calderbank, Hanlon and Robinson [10] for the homology of thed-divisible partition lattice.

One can obtain formulas for the Betti numbers of5T
n by extracting the square free terms

in the coefficient ofunvm in (4.3) and (4.4). In doing so, we obtain the following formula
for the Betti numbers whenT is 1-additive and subtractive. (A combinatorial description
of these Betti numbers as well as a computation of the restriction of the action ofSn toSn−1

is given in [18].)

Corollary 4.8 Let ST (n, r,m) be the number of r block partitions x∈ 5T
n such that

m(x) = m. If T is1-additive and subtractive and n∈ T then

βm−2
(
5T

n

) =∑
r≥1

(−1)m+r (r − 1)! ST (n, r,m).

5. Wreath product modules

In this section we present a general result onSn-modules and plethysm from which Theo-
rem 4.2 follows immediately. First, we need to review some basic definitions and results
from the representation theory of the symmetric group.

For partitionsν andµ such thatµ ⊆ ν, sν/µ denotes the Schur function of shapeν/µ
andSν/µ denotes the Specht module of shapeν/µ. Recall that chSν/µ = sν/µ.

Proposition 5.1 (cf. [16]) Let ν be a nonempty integer partition and let fi , i ≥ 1, be a
formal power series with nonnegative integer coefficients such that the sum

∑
i fi exists as

a formal power series(e.g., if the monomial sets of the fi are pairwise disjoint). Then

sν

[∑
i≥1

fi

]
=

∑
∅=µ0⊆µ1⊆...⊆µ j=ν

j≥1

j∏
i=1

sµi /µi−1 [ fi ] .

Proposition 5.2 (cf. [13]) Let ν ` p and let(m1,m2, . . . ,mt ) be a sequence of non-
negative integers whose sum is p. Then the restriction of theSp-module Sν to the Young
subgroup×t

i=1Smi decomposes into a direct sum of outer tensor products ofSmi-modules
as follows,

Sν
ySr

×Smi
=

⊕
∅=µ0⊆µ1⊆...⊆µt=ν
|µi |−|µi−1|=mi

t⊗
i=1

Sµi /µi−1.

It is well-known (cf. [16]) that the plethysm of the Frobenius characteristic of an
Sm-module with the Frobenius characteristic of anSn-module is the Frobenius charac-
teristic of the induction of a certain wreath product module. We shall closely follow the
exposition given in [22] (see also [13]) in describing this wreath product module.

Given a finite setA = {a1 < a2 < · · · < an}, let SA be the set of permutations of the
setA. We shall view a permutation inSA as a word whose letters come fromA. If σ ∈ Sn,
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then letσ A denote the wordaσ(1)aσ(2) · · ·aσ(n). We shall view an element of the Young
subgroupSk × Sn−k of Sn as the concatenationα ? β of wordsα ∈ Sk andβ ∈ S{k+1,...,n}.

Thewreath productof Sm andSn, denoted bySm[Sn], is defined to be the normalizer of
the Young subgroupSn × · · · × Sn︸ ︷︷ ︸

m times

in Smn. Eachσ ∈ Sm[Sn], corresponds bijectively to

an(m+ 1)-tuple(α1, α2, . . . , αm; τ) such thatαi ∈ Sn andτ ∈ Sm. The correspondence
is given by

(α1, . . . , αm; τ) ↔ σ = αAτ(1)
τ (1) ? · · · ? αAτ(m)

τ (m) ,

whereAi = [in]\[(i − 1)n]. From now on we shall identifyσ with (α1, α2, . . . , αm; τ).
The following proposition is easy to check (cf. multiplication rule given in [22] or [13]).

Proposition 5.3 The map(α1, α2, . . . , αm; τ) 7→ τ is a homomorphism fromSm[Sn]
ontoSm.

Now let V be anSm-module andW be anSn-module. Then the wreath product ofV
with W, denotedV [W], is the inner tensor product of twoSm[Sn]-modules:

V [W] = W̃⊗m⊗ V̂,

whereW̃⊗m is the vector spaceW⊗m with Sm[Sn] action given by

(α1, . . . , αm; τ)(w1⊗ · · · ⊗ wm) = α1wτ−1(1) ⊗ · · · ⊗ αmwτ−1(m), (5.1)

andV̂ is the pullback of the representation ofSm onV toSm[Sn] through the homomorphism
given in Proposition 5.3. That is,̂V is the representation ofSm[Sn] on V defined by

(α1, . . . , αm; τ)v = τv.

Note that we are using the same symbol⊗ for both inner tensor product and outer tensor
product.

Proposition 5.4 ([16]) Let V be anSm-module and W anSn-module. Then

ch(V ⊗W)
xSm+n

Sm×Sn
= chV chW

and

chV [W]
xSmn

Sm[Sn] = chV [ chW].

Our aim now is to present an abstraction and refinement of results of Sundaram [20]
dealing with certain specific representations of direct products of wreath products. LetV
be anSp-module and letWi be anSi -module for eachi = 1, 2, . . .. Also letλ be a partition
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with p parts and letmi (λ) denote the multiplicity ofi in λ. We form a×i Smi (λ)[Si ]-
module⊗

i

˜W⊗mi (λ)
i ⊗ Vλ,

where
⊗

i
˜W⊗mi (λ)
i is the outer tensor product of theSmi (λ)[Si ]-modules ˜W⊗mi (λ)

i , defined
as in (5.1), andVλ is the pullback ofV↓Sp

×iSmi (λ)
to×iSmi (λ)[Si ] through the product of the

canonical homomorphismsSmi (λ)[Si ] → Smi (λ) given in Proposition 5.3.

Theorem 5.5 Let V be anSp-module and let Wi be anSi -module for each i= 1, 2, . . ..
Then for any T⊆ P,

∑
λ∈
(
(T

p)
) ch

(⊗
i

˜W⊗mi (λ)
i ⊗ Vλ

)x
S|λ|

×iSmi (λ)[Si ]

zλ = chV

[∑
i∈T

chWi zi

]
.

Proof: We can assume thatV is irreducible since restrictions, pullbacks, inductions, and
ch are linear, inner tensor products are bilinear, and plethysm is linear in the outer function.
So assume thatV is the irreducibleSp-moduleSν whereν ` p. Let t be the maximum
part ofλ. By Proposition 5.2, we have

t⊗
i=1

˜W⊗mi (λ)
i ⊗ Vλ =

t⊗
i=1

˜W⊗mi (λ)
i ⊗

⊕
∅=µ0⊆...⊆µt=ν
|µi |−|µi−1|=mi (λ)

t⊗
i=1

̂Sµi /µi−1

=
⊕
µ

(
t⊗

i=1

˜W⊗mi (λ)
i ⊗

t⊗
i=1

̂Sµi /µi−1

)

=
⊕
µ

t⊗
i=1

( ˜W⊗mi (λ)
i ⊗ ̂Sµi /µi−1

)
=
⊕
µ

t⊗
i=1

Sµi /µi−1[Wi ].

Taking Frobenius characteristic of the induced representation yields

ch

(
t⊗

i=1

˜W⊗mi (λ)
i ⊗ Vλ

)x
S|λ|

×Smi (λ)[Si ]

= ch
⊕
µ

(⊗
i

Sµi /µi−1[Wi ]

)x
S|λ|

×Smi (λ)[Si ]

=
∑
µ

ch

(⊗
i

Sµi /µi−1[Wi ]

)x
S|λ|

×Smi (λ)[Si ]

.
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By transitivity of induction and Proposition 5.4, we have

ch

(⊗
i

Sµi /µi−1[Wi ]

)x
S|λ|

×Smi (λ)[Si ]

= ch

(⊗
i

Sµi /µi−1[Wi ]

)x
×Smi (λ)i

×Smi (λ)[Si ]

x
S|λ|

×Smi (λ)i

= ch

(⊗
i

(Sµi /µi−1[Wi ])

x
Smi (λ)i

Smi (λ)[Si ]

)x
S|λ|

×Smi (λ)i

=
∏

i

ch(Sµi /µi−1[Wi ]) ↑Smi (λ)i

Smi (λ)[Si ]

=
∏

i

sµi /µi−1[chWi ].

Sincesµi /µi−1[chWi zi ] = sµi /µi−1[chWi ] z|µi |−|µi−1|
i , we now have

∑
λ∈
(
(T

p)
) ch

(⊗
i

˜W⊗mi (λ)
i ⊗ Vλ

)x
S|λ|

×iSmi (λ)[Si ]

zλ

=
∑

λ∈
(
(T

p)
)

∑
∅⊆µ0⊆...⊆µt=ν
|µi |−|µi−1|=mi (λ)

∏
i

sµi /µi−1[ chWi zi ]. (5.2)

Sincesµi /µi−1 = s∅ = 1 if i /∈ T , we can rewrite the right-hand side of (5.2) as∑
λ∈
(
(T

p)
)

∑
∅⊆µ0⊆...⊆µ j=ν
|µi |−|µi−1|=mti (λ)

∏
i

sµi /µi−1

[
chWti zti

]
=

∑
∅⊆µ0⊆...⊆µ j=ν

∏
i

sµi /µi−1

[
chWti zti

]
,

whereT = {t1 < t2 < · · ·} and j is such thatt j is the maximum part ofλ (i.e. t j = t). By
Proposition 5.1, the right hand side is preciselysν

[∑
i∈T chWi zi

]
. 2

Our final goal is to use Theorem 5.5 to prove Theorem 4.2. To accomplish this, we
first need to choose a canonical set partition of typeλ, for each integer partition
λ = (λ1 ≤ · · · ≤λp) ` n,. The canonical set partition of typeλ, denotedxλ, is de-
fined to be the partition with blocksB1, . . . , Bp, whereBi = [

∑i
j=1 λ j ]\[

∑i−1
j=1 λ j ] for all

i = 2, . . . , p. Note thatxλ is the partition whose stabilizer is×iSmi (λ)[Si ].
The following result is extracted from [20, proof of Theorem 1.4].

Proposition 5.6 Let T be d-additive andλ ∈ (( T
p )). Then the interval[xλ, 1̂] in 5T

|λ| is
an×iSmi (λ)[Si ]-poset. Moreover, the following×iSmi (λ)[Si ]-module isomorphism holds
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H̃(xλ, 1̂) =
⊗

i

˜(1Si )
⊗mi (λ)

⊗
H̃
(
51,d

p

)
λ
, (5.3)

where1Si is the trivialSi -module.

Proof: Since×iSmi (λ)[Si ] is the stabilizer ofxλ, it follows that [xλ, 1̂] is a×iSmi (λ)[Si ]-
poset.

To verify (5.3), we need a simple observation. IfP and Q are twoG-posets andf :
P → Q is a poset isomorphism that commutes with the action ofG then we say thatf
is a G-poset isomorphism. AG-poset isomorphism fromP to Q induces aG-module
isomorphism fromH̃r (P) to H̃r (Q) for eachr .

Since
⊗

i
˜(1Si )
⊗mi (λ) is the trivial×iSmi (λ)[Si ]-module, (5.3) is equivalent to the×iSmi (λ)

[Si ]-module isomorphism

H̃(xλ, 1̂) = H̃(51,d
p )λ.

This isomorphism follows from the above observation and the fact that the×iSmi (λ)[Si ]-
poset [xλ, 1̂] is isomorphic to51,d

p under the pullback action of×iSmi (λ)[Si ]. Indeed, the
isomorphism that replaces eachBi with i in each partitiony ≥ xλ clearly commutes with
the action of×iSmi (λ)[Si ]. 2

Proof of Theorem 4.2: Since

Hλ,T = H̃(xλ, 1̂)
xS|λ|
×iSmi (λ)[Si ]

, (5.4)

the result is an immediate consequence of Theorem 5.5, Proposition 5.6 and the fact that
hi = ch1Si . 2

6. Related results

In this section we derive some identities involving the characteristic of the homologySn-
modules of5T

n as easy consequences of the formulas in Section 4. These identities turn
out to be precisely the identities that one gets by applying Theorem 2.8 (which involves the
variant form of(r,m)-Whitney homology) to5T

n . We also discuss the connection between
the homology of5T

n and subspace arrangements. We use the formulas of Section 4 to
compute the representation ofSn on the cohomology of the complement of complexified
subspace arrangements whose intersection lattice is of the form5T

n .
Let g be a formal power series with integer coefficients and letg+ andg− be formal

power series with nonnegative coefficients such thatg = g+−g−. If ν is any partition then
the plethysm of the Schur functionsν with g is given by

sν [g] =
∑
∅⊆µ⊆ν

(−1)|µ|sµ′ [g−]sν/µ[g+],



202 WACHS

whereµ′ denotes conjugate shape ofµ. Now, if f is any symmetric function, the plethysm
of f with g is obtained by expressingf in terms of Schur functions and extending linearly.

Proposition 6.1 For d ≥ 1,

h1 =
∑
i ≥ 0

vi h1+id

[∑
r ≥ 0

(−v)r chH̃
(
5

1,d
1+rd

)]
. (6.1)

and for j = 2, 3, . . . ,d,

∑
r≥0

(−v)r chH̃
(
5

1,d
j+rd

) =∑
i≥0

vi h j+id

[∑
r≥0

(−v)r chH̃
(
5

1,d
1+rd

)]
. (6.2)

Proof: We show that (6.1) and (6.2) are equivalent to the following formulas of
Calderbank, Hanlon and Robinson,

h1 =
∑
i≥0

h1+id

[∑
r≥0

(−1)r chH̃
(
5

1,d
1+rd

)]
. (6.3)

and for j = 2, 3, . . . ,d,

∑
r≥0

(−1)r chH̃
(
5

1,d
j+rd

) =∑
i≥0

h j+id

[∑
r≥0

(−1)r chH̃
(
5

1,d
1+rd

)]
. (6.4)

If we equate terms of like degree on both sides of (6.3) and (6.4) we get

h1w =
∑
i≥0

h1+id

[∑
r≥0

(−1)r w1+rd chH̃
(
5

1,d
1+rd

)]
.

and for j = 2, 3, . . . ,d,

∑
r≥0

(−1)r w j+rd chH̃
(
5

1,d
j+rd

) =∑
i≥0

h j+id

[∑
r≥0

(−1)r w1+rd chH̃
(
5

1,d
1+rd

)]
.

By pullingw1 through the plethysm the right hand side of both equations becomes

∑
i≥0

w j+id h j+id

[∑
r≥0

(−1)r wrd chH̃
(
5

1,d
1+rd

)]
,

for j = 1, 2, . . . ,d. Now divide both sides byw j and replacewd by v to obtain (6.1) and
(6.2). 2
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Theorem 6.2 Let T be d-additive and subtractive. Then

∑
i≥0

vi hid+1

∑
m∈Z
n∈T

chH̃m−1
(
5T

n

)
un(−v)m

 =∑
n∈T

hn unvφT (n) (6.5)

and for j = 2, 3, . . . ,d,

∑
r≥0

(−v)r chH̃
(
5

1,d
rd+ j

)[∑
i∈T

hi ui vφT (i )

]

=
∑
i≥0

vi hid+ j

∑
m∈Z
n∈T

chH̃m−1
(
5T

n

)
un(−v)m

 (6.6)

∑
m∈Z

n∈T+ j

chH̃m
(
5T

n

)
un(−v)m =

∑
i≥0

vi hid+ j

∑
m∈Z
n∈T

chH̃m−1
(
5T

n

)
un(−v)m


−
∑

n∈T+ j

hn unvφT (n). (6.7)

Proof: To prove (6.5) take the plethysm of
∑

i≥0 v
i h1+id with both sides of (4.3). Equa-

tion (6.5) then follows from associativity and (6.1).
To prove (6.6) take the plethysm of

∑
i≥0 v

i h j+id with both sides of (4.3). Equa-
tion (6.6) follows from associativity and (6.2).

To prove (6.7) substitute (6.6) into (4.4). 2

Remark By letting T = {k + id | i ∈ N} and settingu = v = 1, Eqs. (6.5) and (6.7)
reduce to Eqs. (4.5) and (4.6) of [21].

Equations (6.5) and (6.7) are precisely what we get when we apply Theorem 2.8 to5T
n .

To see this we need the following result.

Lemma 6.3 For fixed r≥ 1 and T⊆ P,

∑
m∈Z
n∈T+

x∈5T
n \{0̂}

b(x)=r

chH̃m−1(0̂, x) un(−v)m = hr

∑
m∈Z
n∈T

chH̃m−1
(
5T

n

)
un(−v)m

 , (6.8)

where b(x) is the number of blocks of x.
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Sketch of Proof: Let B1, B2, . . . , Br be the blocks ofx ∈ 5T
n \{0̂} and let Gx be the

stabilizer ofx in Sn. Then theGx-poset [̂0, x] is Gx-isomorphic to the reduced product
{0̂} ∪ ×r

i=1(5
T
Bi
\{0̂}), where5T

Bi
is the poset of partitions of the setBi with block sizes in

T . In [25, Theorem 1.1 (ii)], a description of the representation of a wreath productSi [G]
on the homology of a reduced product ofi copies of aG-poset is given. By applying this
reduced product result, one can derive (6.8) similarly to the way in which Corollary 4.3 was
derived. 2

Remark By settingu = v = 1, Eq. (6.8) reduces to Theorem 4.1 of [21].
We shall now describe the steps involved in deriving (6.5) from Theorem 2.8. First

rewrite (6.5) as

∑
m∈Z
n∈T

chH̃m−1
(
5T

n

)
un(−v)m = −

∑
i≥1

vi hid+1

∑
m∈Z
n∈T

chH̃m−1
(
5T

n

)
un(−v)m


+

∑
n∈T

hn unvφT (n). (6.9)

By Lemma 6.3 we have fori ≥ 1,

vi hid+1

∑
m∈Z
n∈T

chH̃m−1
(
5T

n

)
un(−v)m

 =∑
m>i
n∈T

(−1)i chW H#
m−i,m

(
5T

n

)
un(−v)m−1.

(6.10)

Next observe that∑
n∈T

hn unvφT (n) =
∑
m∈Z
n∈T

chW H#
0,m

(
5T

n

)
unvm−1. (6.11)

From Theorem 2.8 we have∑
m∈Z
n∈T

chH̃m−1
(
5T

n

)
un(−v)m =

∑
r,m∈Z
n∈T

(−1)r chW H#
r,m

(
5T

n

)
unvm−1.

By plugging (6.10) and (6.11) into this equation we obtain (6.9). Equation (6.7) is obtained
in a similar manner using the fact that fori ≥ 0,

vi hid+ j

∑
m∈Z
n∈T

chH̃m−1
(
5T

n

)
un(−v)m

 = ∑
m>i+1
n∈T+ j

(−1)i chW H#
m−i−1,m

(
5T

n

)
un(−v)m−2,

which also can be proved using Lemma 6.3.
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When T is 1-additive,5T
n takes on the added significance of being the intersection

lattice of a subspace arrangement. The connection between subspace arrangements and
restricted block size partition posets was first considered in work of Bj¨orner, et al. [5] on
a complexity theory problem. It has been further studied in [4, 9, 15, 24]. For a survey of
recent developments in the theory of subspace arrangements see [2].

For eachπ ∈ 5n, let`π be the linear subspace ofCn consisting of all points(x1, x2, . . . ,

xn) such thatxi = xj wheneveri and j are in the same block ofπ . Then any 1-additive setT ,
where 1/∈ T , determines the complexified subspace arrangementACn,T = {`π | π ∈ 5T

n \0̂}
whose lattice of intersections is5T

n . Let VC
n,T be the union

⋃
`∈An,T

` of the arrangement
and letMC

n,T be the complementCn− Vn,T . By the Goresky-MacPherson formula [12], an
immediate consequence of the shellability of5T

n , whenT is 1-additive and subtractive, is
that the manifoldMC

n,T has free integral cohomology. Another consequence, which follows
from the a result of Ziegler anďZivaljević [27] is that the linkVC

n,T ∩Sn−1, whereSn−1 is the
unit sphere inCn, has the homotopy type of a wedge of spheres. These two consequences
are true for the real arrangements as well.

An equivariant version of the Goresky-MacPherson formula due to Sundaram and Welker
[24] enables one to compute the action ofSn on the cohomology ofMC

n,T . For T =
{d, 2d, . . .} andT = {1, k, k + 1, . . .}, formulas for theSn-cohomology module are given
in [24]. For general 1-additiveT we have the following result.

Theorem 6.4 Let T be1-additive with1 /∈ T . Then

∑
m∈Z
n∈T

chH̃m
(
MC

n,T

)
un(−v)2n−m−1 =

∑
r≥1

v2r hr

∑
m∈Z
n∈T

chH̃m−1
(
5T

n

)
un(−v)m

 .
Proof: By the equivariant Goresky-MacPherson formula for complexified arrangements
[24, Corollary 2.8], we have theSn-module isomorphism,

H̃2n−m−1
(
MC

n,T

) = ⊕
x∈5T

n \{0̂}
H̃m−2b(x)−1(0̂, x).

By Lemma 6.3, we have

∑
m∈Z
n∈T

x∈5T
n \{0̂}

b(x)=r

chH̃m−2r−1(0̂, x) un(−v)m = v2r hr

∑
m∈Z
n∈T

chH̃m−1
(
5T

n

)
un(−v)m

 .

Hence the result follows by summing over allr . 2

If we combine this result with Theorem 4.4 we get the following corollary.
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Corollary 6.5 Let T be1-additive and subtractive with1 /∈ T . Then

∑
m∈Z
n∈T

chH̃m
(
MC

n,T

)
un(−v)2n−m−1 =

∑
r≥1

hr

[∑
j≥1

(−v) j+1chH̃(5 j )

[∑
i∈T

hi ui vφT (i )

]]
.

Corollary 6.6 Let T be1-additive and subtractive with1 /∈ T . Then

∑
m∈Z
n∈T

chH̃m
(
MC

n,T

)
un(−v)2n−m−1 =

∑
r≥0
n≥1

(−v)2n−r chHr
(
BCn
) [∑

i∈T

hi ui vφT (i )

]
,

where BCn is the complement of the complexified braid hyperplane arrangement.(Note that
cohomology of BCn is not reduced.)

Proof: The result follows from Lehrer and Solomon’s formula for the cohomologySn-
module of the complement of the complexified braid arrangement [14, Theorem 4.5] (see
[20, Theorem 1.8] for the symmetric function formulation and a direct computation of the
Whitney homology representation of the partition lattice), associativity of plethysm and
Corollary 6.5. 2

In [24] significant consequences of the computation of the cohomologySn-module of
the complement of thed-divisible arrangement and thek-equal arrangement are given. We
leave the task of generalizing such consequences, for generalT , to a future paper.

A striking consequence of the plethystic formula for thed-divisible partition lattice is ob-
tained by restricting the representation toSn−1. Namely, Calderbank, Hanlon and Robinson
prove a conjecture of Stanley that the restricted representation is isomorphic to a skew rep-
resentation of a certain skew hook shape. In [26] bases for homology and cohomology of
the d-divisible partition lattice are constructed and used to give a combinatorial proof of
this result. Sanders and Wachs [18] generalize this result to5T

n whenT is 1-additive and
subtractive also by constructing bases for homology and cohomology. They decompose the
restriction toSn−1 into a direct sum of skew hook representations.

There are also important connections between problems in computational complexity
and Betti numbers of5T

n whenT is 1-additive. In particular, it is shown in [4] that the
Betti numbers of5T

n determine lower bounds on the computational complexity of certain
problems arising in computer science. These connections were initiated in [5] and further
developed in [4, 15]. The results obtained in this paper could conceivably be useful in
improving the lower bounds given in [15].
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