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Abstract. LetI" be a distance-regular graph of diametend valency: > 2. Suppose there exists an integer
with d < 2s such that; = by_; forall 1 <4 < s. ThenI is an antipodal double cover.
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1. Introduction

Throughout this paper, we assuiiné a connected finite undirected graph without loops or
multiple edges. We identifff with the set of vertices. For verticesandx in T, let d(u, )
denote thalistancebetweernu andz in T', i.e., the length of a shortest path connecting
andz. Letd = d(T") denote thaliameterof T', i.e., the maximal distance between any two
vertices inl". Let

Li(w)={yel|0(uy) =i}
For verticesu andz in T" at distance, let

Ci(u,z) = Ty_1(u)NTi(z),
Ai(u,z) = Ti(u)NnTi(x) and
Bi(u,z) = Tipi(uw)Nlyi(z)

Agraphlis called adistance-regular grapff for any two vertices; andz in I" at distance
i, the numbers

Ci = | Cl(uvx) |a a; = | Al(uax> ‘ and b; = | Bl(uvx) |

depend only on the distané¥u, z) = i rather than on individual vertices. When this is
the case we call numbets, a; andb; theintersection numbersf I, in particulark = bg
is calledvalencyof I.

Let h be an integer withl < h < d, v andz vertices inI" at distanceh. Take any
u € Ch(z,v). The following are well known basic properties which we use implicitly in
this paper.
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(1) Ti(z) =Cr(v,z) U Ap(v,2) U Bp(v,x),

(2)  Bp-1(u,z) 2 Ba(v,z),

() Ch-1(u,z) C Cp(v, z),

(4)  Ch(a,7) € Ba_n(B,~) foranyy € Ty(a) N Ta_p(B) with d(a, 8) = d,
(5) The numberg; := | T';(z) | depend only on,

(6) The number$” = | I';(v) NT';(z) | depend only on, j andh = d(v, x).

In particular, we have

@) k=ci+a;+b; for i=0,...,d,
(2) k=0bo>by>--->bg_1>1,
@) 1=c1 <<~ <eqg <k,

(4’) cn < bg_pn for 1< h<d.

The reader is referred to [3] or [4] for the general theory of distance-regular graphs.

A distance-regular grapghof diameterd is called arantipodal double coveof its folded
graph), if and only ifc; = b4_;, fori =1,...,d.
For more details on antipodal graphs see [5], @A of [4].

The main result of this paper is the following:

Theorem 1 LetT" be a distance-regular graph of diamet¢and valency: > 2. Suppose
there exists an integer with d < 2s such thate; = b;_; forall 1 < i < s. ThenI' is an
antipodal double cover.

In [1], we have already obtained the special case of the main theorem of this paper, i.
a distance-regular graph bf = 1, d > 2¢ and valency: > 2 is an antipodal double cover,
which is one of important facts to prove our theorem.

In general, it is well known that

[ bi -+ ba— _ bi cp il > pitl
,d—1 Cag_i * € Ca—i d,d—i—1 = d,d—i—1
and thus
0 1 d
ki = paa = Pagg-—1 = = Pgo =1

Hence we obtain the following corollary immediately from our theorem.

Corollary 1 If there exists an integefr with 2¢ < d such thatp,’; , = 1, thenT is an
antipodal double cover.

By the definition[" is an antipodal double cover if and onlyif’, , = 1forall0 <i < d.
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We use the following terminology in this paper.

Definition Letwu, v,z andy be vertices il
(1) We write the" triangle inequalities on(u,v,z,y)” for the triangle inequalities of
(u,v,y) and of (u, z,y).
(2) The quadrupléu, v, z,y) is called an(h, j)-boxif
A(u,v) =1, O(u,x) =h—1, d(z,y) = J,
O(v,z) =h, O(v,y) =h—7j, O(u,y) =h—j+1.
(3) The quadrupléu, v, x,y) is called aj-brox if
O(u,v) =2, Wu,xz) =d—1, 9(x,y) = J,
a(vax) = da 8(1};?/) = dija a(uvy) = dij + 2.

A (d,1)-box s called d&oxthat was a key to prove the theorem in [1]. Notice thatthere are
many boxes in an antipodal distance-regular giapfidiameterd > 3; namely, given:, y
with d(u, y) = d, there is a one to one correspondence betweel’; (u) andz € I'; (y)
such thatu, v, z, y) is a box. Moreover, if" has a box, then aldohas ad, j)-box, i.e., for
y' € Tq—j(v) NT;_1(y) the quadruplgu, v, z,y’') is a(d, j)-box. Whence an antipodal
distance-regular graph hasd j)-box for anyj.

On the other hand, a distance-regular graph which is an antipodal double cover ne\
contains g-brox (u, v, z, y) by observing théu, v, x).

a box: a(d, j)-box:
d—1 d—1
u T u x
d d—j+1
1 1 1
d d J
v v
d—1 Y d—j 4
an(h, j)-box: aj-brox:
h—1 d—1
u T u x
h—j+1 d—j+2
1 2
h ! d g
v v
h—3j 4 d—j 4

When we characterize graphs, it is important to consider their substructures. One
the characterization of antipodal distance-regular graphs is that they have a box. The
configurations are useful tools when we investigate if a graph is antipodal or not as we s
§ 2, [1] or [2]. Readers who are familiar with distance distribution diagrams may read som
of proofs easily, however, we can do without diagrams.
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2. Proof of the Theorem

Throughout this section, we assurfigs not an antipodal double cover to derive a con-
tradiction. Thenl’ cannot have any boxes, and must have some broxes in Lehand
Lemmab. The existence and nonexistence of these configurations lead to the inequality
Lemmaé that causes a contradiction.

For the case = 1, the theorem is trivial and well-known. We may assusrie 2.
Supposd’ is not an antipodal double cover. Then we have

cj=bg_; foral 1<j<s, cop1# bd,(5+1)

for somes with 4 < s < dand lett := d — s.
If b, = 1, thenI" is an antipodal double cover from [1]. So we may assuéjrie 2.

Lemmal (1)p 7 = 1forall 0<j<s and pj.}, >2

(2) ar—1 < ag.

Proof: Using the well known formula o;bﬁ)j

a—j _ ba—j-bar _ f=1 if 0<j<s
pd:j - Cj...cl - 22 |f ]:S+1

from our assumption. This implie&,_; = ¢s11 pﬁl_‘sl_l > 2¢s41. Thus we obtain

a1 < k—=bi_1 < k—2cs41

< k—c—c = ar+b—cs = ay.

If the equality holds, then = 1 andb; = ¢ = cs+1 = ¢; = 1. This contradict$; > 2.
O

Lemma 2 Letu,v,« andg be vertices il with 9(u,v) = 1 andd(«a, 8) = d.
(1) If ¢; = ¢j4+1, then we have

Aj(v,z) C Ajpqi(u,z) forany z € Tjiq(u)NT;(v).
(2) For all integerj with 1 < j < s. We have
Ci(a,x) = Ba_j(B,x) forany « € I'j(a)NTa;(B).

In particular, if t < j < s, thenA;(a,z) = Aq—; (8, x).
(3) We havd 51 (B8) NT:(a) # ¢ and

Cs+1(67y) = Bt(aay) forany Y S F5+1(5)mrt(a)'

In particular, ¢s 11 = b; = cs.
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Proof: (1)(2) The assertions follow from basic properties and our assumptions.
(3) Take anyr € T's 11 (6) NT—1 (). Sincecsy1 < bi—1, we have

y € Bii(a,z) — Csya(B,2).

Sincey ¢ Csy1(83,z) andy ¢ C—1(a, z) = Bsy1(3, ), we obtainy € Ay 1(8, ). This

meangy € I's11(8) NTi(a), i.e.,sq1(8) NTi(a) # ¢
Next we show that’s 1 (3, y) = Bi(w, y). Take anyz € Cs11(8,y). From the triangle
inequalities on«, 3, y, z), we have

t=d-s = 0(68,0) —0(8,2) < 0a,z) < O a,y)+9(y,z) = t+1.

« t Yy
d 1
B z

S
This impliesd(«, z) € {t, t + 1 }. Suppos&(a, z) = t. Then we have
y € Aa,2) = As(B,2)
from (2). This contradicty € I's,1(3). Hence we obtaid(«, z) =t + 1 and
Cs+1(8,y) € Bi(a,y).

The assertion follows from

cs < coy1 = | Csr1(Byy) | < | Bela,y) | = by = cs.

Lemma 3 (1) There exists ndd, j)-box for anyl < j < s.
(2) There exists n@d — i + 1, 2)-box foranyl <i < s — 1.

Proof: (1) We prove by induction ofj.
Supposd has a box(u, v, z,y). Take anyp € T's(v) NT;—1(y). Then we have €
o1 (uw) NTi(x) by the triangle inequalities ofu, v, y, p) and on(x, v, y, p).

U T
1 s+1 t 1
v

- s ;9 t—1 * ¥

From Lemma 1 (2), there exisisc A;(x,p) — Ai—1(y, p). Then by Lemma 2

q € At(map) = As(’U,p) g As-i-l(u)p)'
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Let {y*} = Ta(u) NTy_1(q) as p;7!; = 1. Then we obtaim(v,y*) = d — 1 by
the triangle inequalities ofw, ¢, u,y*). And let { z* } = By_1(v,y*). Also we obtain
d(q,z*) = t by the triangle inequalities ofy, v, y*, z*).

u

1 s+1 t 1

s t—1

This impliesz = z* as{ z, 2* } C T'qy(v) NT'(q) andpj, = 1.

Then{y, y*} C By_1(u,x)andy # y*aso(y*,q) = t—1 # 9(y, q). This contradicts
bq—1 = 1. Hencel” does not have a box.

Now we assume < j < s and there exists &, j)-box (u',v’,2’,y’) in T. Take
z € By_j+1(u,y') as2 < j. Then we have

z € Bd—j+1(u/ay/) - Bd—j(vlvy/) = Oj(xl7yl)

by Lemma 2 (2).

d—j+1

This implies(u/,v’, 2’, z) is a(d, j — 1)-box, contradicting our inductive assumption.
(2) Suppose that there exist§d— i + 1, 2)-box (u, v, z,y) for somel < i < s —1.

u d—i x
d—1
1 2
d— 1
v Yy
d—i1—1

Let {v*} = Tq(v) NTi_1(z) asp® [*] = 1. Then we have)(u,v*) = d — 1 and
d(y,v*) = i + 1 from the triangle inequalities ofw, v, z, v*) and on(y, v, z,v*). This
implies (u, v, v*,y) is a(d, i + 1)-box, contradicting (1). O



DISTANCE-REGULAR GRAPHS WITH ¢; = bg_; 133

Lemma 4 Leta andg be vertices il with d(«, 5) = d andz € Ty (o) N T4(B).
(1)
Ag(a, B) = Bs(z,0) and Au(B,a) = Bi(z,a).

In particular, we havé, = ag = b; > 2.
(2)a1 =0,
(3) bs+1 = bg = Ct.

Proof: (1) Suppose there existse A,(a, ) — Bs(z, 3). Then we havé)(z, z) = s,
by the triangle inequalities ofx, «, 3, z) andz ¢ Bs(z,3). This means thaf g3, z } €
L) NT(z). However, this contradictg; , = 1. Thus we obtaindq(a, 3) € Bs(z, ().
Onthe other hand, ifthere existss B (x, 8)— Aq4(a, 8), then(y, 8, «, z) isa(d, t)-box,
contradicting Lemma 3 (1). Hence we hatg(a, 3) = Bs(z, 5).
In the same way, we obtaid,; (3, a) = B(z, a).
(2) Suppose; > 0. Take anyy € A4(a, 8) andd € A;(3,v). Thenwe havé € Ay(«, 5)
asby_1 = 1. This meansB,(z, 3) contains an edgé~, ¢ } from (1). Let

m = max{ j = d(u,v) | Bj(u,v) contains an edgg.
By our observation,
s <m<d-1.

Let u andv be vertices i with 9(u, v) = m and B,,,(u, v) contains an edgéw, z }.
We can take
U,/ S B’m-i—l(w7u) c Bm(va U)

From the triangle inequalities di’, v, w, z) and the maximality ofn, we haved(v’, z) =
m + 1. Since
1 = | { v } | < | Cm+1(uvz) - Cm+1(ulvz) ‘ = ‘ Cm+1(ulvz) - Cm+1(u7z) |a

there existy € Cy, 11 (v, 2) —Chuy1(u, 2). Thenwe havé(y, v) = m+1andd(w,y) = 2
by the triangle inequalities ofy, v, z, u) and observindu’, y, w). Thus(u, v, w, y) is an
(m + 2,2)-box.

u m + 1 w
m+1
1 2
m
u’ Yy
m

Sincet < s < m, this contradicts Lemma 3 (2). Therefare must be zero.
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(3) Fix~y € Cy(B, ) andd € By—1(7,8). Thend(a, §) = d as otherwis€w, v, 6, 3) is a
box.

« 1)
d
1 1
d
v B
d—1

Sinceay > 1 = by_1, we havey € A,(«, 5) — Ba—1(7, ). By the triangle inequality
of (v, a,y), we obtainy € Ag_1(v,3) asy € Ba—1(7, ). Sincea; = 0 and considering
(7, 6,y), we haved(s, y) = 2.

Leté € Ty (y) NTs_1(y). We claim thatd(«, §) = ¢ + 1 andd(4,€) = s + 1.

« )
1 2
Te t '5 s—1 * ¥

We haved(«, £) =t + 1 by the triangle inequalities ofa, v, y, £).
From the triangle inequalities d@, v, y, &), we haved(4,£) € {s, s+1}. Let{~+* } =

By_1(v,y). Thend(&,~*) = s andd # ~* by the triangle inequalities oy *, v, v, £) and
considering(y, J, v*).

d y v y
d st 1 d t4+1
o ; & v ; ¢

If 9(9,€) = s, then{d, v* } C Ta(y) NTs(&) with A(, &) = ¢. This contradictp , = 1.
Hence we obtai® (4, ) = s + 1 as claimed.



DISTANCE-REGULAR GRAPHS WITH ¢; = bg_; 135

Next we show thatC;(v,£) = Bs1+1(4,€). Take anyw € Ci(v,&). Then we obtain
O(a,w) = tandd(d,w) € { s+ 1, s+ 2 } from the triangle inequalities ofw, v, &, w)
and on(d, v, &, w).

t4+1 1

o + ¢ 6 5t ¢
1 1 d 1
7 i1 v i—1 v

If 9(6, w) = s+ 1, thenw € T'y(a) N T 41(d) with d(a, §) = d. Hence we have
¢ € Bi(a,w) = Csy1(0,w)

from Lemma 2 (3). This contradict¥J, {) = s + 1. Thus we havé(6, w) = s + 2, i.e.,
Ci(v,€) C Bs11(6,€). The assertion follows from

ct = | Ci(1,€) | < | Bsy1(6,8) | = bsp1 < by = ¢4

Lemma5 There exists ag-brox forall2 < < s.

Proof: We prove by induction on — .

Suppose there exists rebrox inT'. Letz andwv be vertices il with 9(z, v) = d. Take
y € Ts(z) NTi(v) andw € A4(x,v). Then from Lemma 4 (1), we havy, w) =t + 1.
Take anyu € B;y1(y, w).

u X
t+2
1
d
w S
1 d
v 7 Yy

Thend(z,u) = d as otherwis€u, v, x, y) is ans-brox. Thus we obtain
Biyi(y,w) C Ag(z,w)—4{ v}, de, b < ag—1
On the other hand, we have
b1 > bsy1 = bs = aq

from Lemma 4 (1)(3). This is a contradiction. Hence there existoxes.
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For the cases = 2, the lemma is already proved. We may assume 3. Suppose
2 < ¢ < s — 1 and there exists nébrox to derive a contradiction. From the inductive
assumption, we have dn+ 1)-brox (v, v, ', y'). Fix anyw’ € Ca (v, v').

u d—1 !
d—i+1
w'e i+1
d
,U/ /
d—i—1 Y

It is clear thatd(w’, y’) = d — ¢ by the triangle inequalities ofw’, v, v’,y’) and that
d(z',w'") = d as otherwiséw’, v', z’,y') is a(d, i + 1)-box.
Claim: Ciy1(2',y') € Ba—i(w',y") — Ba—iv1 (v, y").

Take anyz’ € C;11(2,y'). From Lemma 2 (2), we obtain

2 € Ci+1(xl7y/) = B(l—(i+1)(v,7y/)7 i'e'7 a(v/’zl) = d—i.

It is clear thatd(u',2") € {d —i,d—i+1,d— i+ 2} by the triangle inequality of
(W, y,2"). If O(u,2") = d—1i,then(z’,y', v/ ,v") isa(d — i+ 1, 2)-box. This contradicts
Lemma 3 (2). Ifo(v',2') = d+ 2 — i, then(vw/, v, 2, 2) is ani-brox. This contradicts
our assumption. Thug(v',2') =d —i+1,i.e.,2’ &€ By_iy1 (v, y).

’

d—1

/

u

/

d—i+1

X

!

w

z

We haved(w’, z’') € {d — i, d — i + 1} by the triangle inequalities ofw’, ', v’, ). If
o', 2"y =d—1i,then(v/,w' 2, 2') is a(d, i)-box, contradicting Lemma 3 (1). Hence
we obtaind(w’,2’) =d —i+1,i.e.,2’ € Bg_;(w',y"). Whence the claim is proved.

This implies

However we have

Cit1 < ba—i —ba—it1.

Cit1 = ¢ = bg_;.

This is a contradiction as> 2.
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Lemma 6 We have

bj — Cd—j+1 < bj+1 — Cd—j forall 1 < 7 < s—1.

Proof: There exists &-brox (u,v,z,y) from Lemma 5. Fix anyw € Ca(u,v) and
z € Cy(z,y). Then we havéd(w, y) = d — 1 from the triangle inequalities ofw, u, v, y),
andd(z,w) = d as otherwisdw, v, z, y) is a(d, 2)-box. Similarly,d(z,v) = d — 1 and
O(u, z) = d. We obtaind(w, z) = d as otherwisgu, w, z, z) is a box.

d—1
u X U X
d
w d z
d =1
v d—2 Yy v Yy

Fixanyp € I';_1(y)Nq—;_1(v) for1 < j < s—1. Thenfromthe triangle inequalities on
(p,y,v,u),  (py,v,w),  (p,y,v,2) and (p,v,y,z), we obtain that
p € Tajpa(u) N Laj(w) N Tj(2) N Tjpa().

u x
w d + 7 -
T
v
d—j—1 D j—1 Y

In order to prove the statement, we will show that
Bj(z,p) — Bjt1(z,p) € Ca_jy1(u,p) — Cqj(w,p).

Takeany € B,(z,p)—B,+1(x,p). ltisclearthad(y, ¢) = j by the triangle inequalities
on(y, z,p, q)-

First, we will proveq ¢ Cy_;(w, p) andd(w, ¢) = d — j.

Supposeg € Cy—j(w,p). We haved(z,q) = j + 1 by the triangle inequalities on
(z,w,p,q)andg & Bji(x,p).SinceCq_;(w,p) C Cq—jt1(u,p), weobtainu, w, z, q)
is a(d,j + 1)-box. This contradicts Lemma 3 (1). HengeZ C,_;(w,p). Sinceq ¢
Ci(z,p) = B4—j(w,p), we obtaind(w, ¢) = d — j.

Then we obtaim(v,q) = d — j — 1 by the triangle inequalities ofw, w, p,q) and
q & Cij(z,p) € Cjyi(z,p) = Bg—j—1(v,p). Also we haved(x,q) = j + 1 from the
triangle inequalities of, v, p, ¢) andq & Bji1(x,p).
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w J V4
d—=7 =1

v - - Y
d—j—1 q J

Next we will proveg € Cy_j+1(u,p).

From the triangle inequalities ofx, w, y, q), we haved(u,q) € {d —j,d —j+1}.
Supposey ¢ Cq—j11(u,p) to derive a contradiction. Thefi(u,q) = d — j + 1. Let
{y*} = La(u) NT;_1(q) aspf /1 = 1. By the triangle inequalities otw, v, ¢, "),
we getd(w,y*) = d — 1 and thus lef z* } = By_1(w, y*). We obtaind(q, z*) = j and
d(v,z*) = d — 1 by the triangle inequalities ofy, w, y*, z*) and on(v,w, ¢, z*). Then
d(u, z*) = d as otherwiséu, w, z*, y*) is a box.

Let{a*} = By_1(v, z*). Also we getd(q, z*) = j + 1, by the triangle inequalities on
(g,v, 2%, 2*). Since{z, * } C Ty(v) NT;41(q) andp‘i;]]:ll =1, we haver = z*. As
0(¢q,2) =j+1%#j=0(q,z*), we havez # z*. However{ z, z* } C By_1(u,z). This
contradictd,;_; = 1. Hencewe obtain € Cy_;11(u,p). Therefore the lemmais proved.

U
Proof of Theorem 1.From Lemma 6 and Lemma 4 (3), we have
by —cg < bp—c4g-1 < o0 < bs—cpy1 < 0.
On the other hand, from Lemma 4 (1)(2)
b —cqg = (k—l)—(k—ad) = —14+aq > 1.
We have a contradiction. This completes the proof of Theorem 1. ]
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