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Abstract. Let K be a field containing a nonsquareγ andF = K (
√

γ ) a quadratic extension. Letσ denote the
unique involutory automorphism ofF fixing K pointwise. For every fieldK such that the nonzero squares of
K do not form an index 1 or 2 subgroup of(K (

√
γ )∗)σ+1 = K −, a construction is given which produces large

numbers of infinite nearfield and non nearfield flocks of an infinite hyperbolic quadric in PG(3, K ).
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1. Introduction

A flock of a hyperbolic quadricH in PG(3, K ), whereK is a field, is a set of mutually
disjoint conics whose union coversH . K can be either finite or infinite but only the finite
case has been extensively studied.

WhenK is finite and isomorphic to GF(q), major results of Thas [20, 21] and work of
Bader, Lunardon [2] completely classify the flocks.

In this case, corresponding to a flock is a translation plane with spreadS in PG(3, q)

such thatS is the union of a set of reguli which mutually share two lines (see [1, 12]).
Furthermore, it is shown in Johnson [12] that a translation plane with spread in PG(3, q)

that admits an affine homology group one of whose component orbits union the axis and
coaxis is a regulus also produces a flock of a hyperbolic quadric.

The major result which allows the classification of flocks of hyperbolic quadrics in the
finite case is that of Thas [20] (theorem 2) which shows that given a flock in PG(3, q), q
odd, and a conic of the flock, there is an involutory homology fixing the conic pointwise
which leaves the flock invariant.

Translating the action of the involutory homologies over to the corresponding translation
plane, it turns out that, for each component of the plane, there is a central involutory
homology fixing this component pointwise and inverting two particular fixed components
L andM .

A Bol translation plane is one which admits a left coordinatizing quasifieldQ that has
the Bol axiom:a(b · ac) = (a · ba)c for all a, b, c in Q. We recall the result of Burn:

Theorem 1.1 (Burn [7]) A translation plane is a Bol plane if and only if there exist
components L and M such that for each component N distinct from L and M there is an
involutory perspectivity with axis N that inverts L and M.
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In a series of articles (see e.g., [10, 13, 14]), Kallaher and Kallaher and Hanson show that
with two possible exceptional orders (34 and 36), the only finite Bol planes are nearfields.
Actually, combining this with some work of Bonisoli [6], it also follows that the only Bol
planes with spreads in PG(3, q) are nearfield planes.

The flocks corresponding to the regular nearfield planes with spreads in PG(3, q) have
been constructed with geometric methods by Thas [19] and are therefore called the Thas
flocks.

There are three other nearfields (irregular nearfields) of orders 112, 232, 592 which are,
of course, Bol quasifields and which produce flocks of hyperbolic quadrics. These were
independently discovered by Bader [1] and Johnson [12] and for order 112 and 232 by
Baker and Ebert [3]. The corresponding flocks are sometimes called the Bader-Baker-
Ebert-Johnson flocks (BBEJ) (see e.g., [21]) or merely the irregular nearfield flocks.

So, by a result of Thas, the corresponding translation planes are Bol planes and by the
work of Kallaher and Bonisoli, these planes are all nearfields planes. The translation of the
requisite theory from the flocks to the translation planes is accomplished in Bader-Lunardon
[2] (see pp. 179–181). Furthermore, Thas has shown that there can be no nonlinear flock
of a hyperbolic quadric of even order in PG(3, 2r ).

Hence,

Theorem 1.2 (Thas, Bader-Lunardon) A flock of a hyperbolic quadric in PG(3, q) is
either
(1) linear,

(2) a Thas flock, or

(3) a BBEJ flock of order p2 for p = 11, 23, or 59.

Now we consider what can be said for flocks of infinite hyperbolic quadrics.
It has been an open question whether the results on flocks of finite hyperbolic quadrics

may be extended to the infinite case.
In particular, is it true that corresponding to an infinite flock is an infinite translation

plane? Furthermore, if there is a translation plane, is the plane Bol?
In Section 2, we show algebraically the connections between flocks of hyperbolic quadrics

in PG(3, K ), K a field, and translation planes with spreads in PG(3, K ) composed of a set
of reguli that share two components.

Hence, corresponding to an infinite flock is an infinite translation plane exactly as in the
finite case. However, even if the translation plane would turn out to be Bol, there is no
theory which could then be utilized to show that the translation plane is a nearfield plane.

Actually, Burn [7] has constructed some Bol planes which are not nearfield planes with
spread in PG(3, Q) whereQ is the field of rational numbers. We show that these planes
produce infinite non nearfield flocks of a hyperbolic quadric.

The main ingredient which specifies translation planes that produce flocks is that there
is what might be called a “regulus inducing” homology group.

In the finite case, a nearfield flock plane which is not of order 112, 232, 592 is an André
plane. In fact, a finite Andr´e plane which admits the regulus inducing homology group
must be a nearfield with applying the classification theorem of Thas, Bader-Lunardon.
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So, a natural place to look for examples of flocks in the infinite case which might not
quite fit the restrictive pattern of the finite case would be to consider the infinite Andr´e
planes which admit regulus inducing homology groups.

In Section 3, we completely determine the set of Andr´e planes which produce the type
of translation plane corresponding to a flock of a hyperbolic quadric. All of these planes
are Bol planes.

Recall that, in the finite case, all such planes are nearfield planes and there is a unique
nontrivial nearfield plane of each order.

In the infinite case, we see that the situation is much more complex and different.
In fact, there are fieldsK such that there are infinitely many mutually nonisomorphic

nearfield planes with spreads in PG(3, K ).
So, there are infinitely many mutually nonisomorphic flocks of a infinite hyperbolic

quadric in PG(3, K ).
As mentioned, a major unsolved problem in the general case is whether all hyperbolic

flocks are Bol flocks in the sense that the associated translation planes are Bol planes.
Recently, Riesinger [16] considered spreads in PG(3, K ), K a field, that consist of a set

of reguli that share two lines.
Furthermore, Riesinger provides a class of examples which produce 4-dimensional trans-

lation planes with 6-dimensional collineation group when the planes are considered as
topological projective planes.

As we show in Section 2 that translation planes with spreads of the indicated type corre-
spond to flocks of a hyperbolic quadric in PG(3, K ), then there are some new flocks which
we call the flocks of Riesinger.

In Section 6, we point out that these flocks are not Bol flocks.

2. The correspondence

Theorem 2.1
(1) Let F be a flock of the hyperbolic quadric x1x4 = x2x3 in PG(3, K ) represented by

homogeneous coordinates(x1, x2, x3, x4) where K is a field. Then the set of planes
which contain the conics in F may be represented as follows:

ρo : x2 = x3,

πt : x1 − t x2 + f (t)x3 − g(t)x4 = 0 for all t in K where f and g are functions of K
such that f is bijective.

(2) Corresponding to the flock F is a translation planeπF with spread in PG(3, K ) written
over the corresponding4-dimensional vector space V4 over K as follows: Let V4 =
(x, y) where x and y are2-vectors over K . Then the spread may be represented as
follows:

y = x

[
f (t)u g(t)u

u tu

]
, y = x

[
v 0
0 v

]
, x = 0, for all t , v and u 6= 0 in K .
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Define

Rt =
{

y = x

[
f (t)u g(t)u

u tu

]
, x = 0 | u in K

}
,

R∞ =
{

y = x

[
v 0
0 v

] ∣∣∣∣ v in K

}
.

Then{Rt , R∞} is a set of reguli that share two lines(components x= 0, y = 0).
The translation plane admits the collineation group〈

v 0 0 0
0 v 0 0
0 0 u 0
0 0 0 u

 v, u in K − {0}

〉
which contains two affine homology groups whose component orbits union the axis

and coaxis define the reguli(regulus nets).
(3) A translation plane with spread in PG(3, K ) which is the union of reguli that share two

components may be represented in the form(2).
Equivalently, a translation plane with spread in PG(3, K ) which admits a homology

group one of whose component orbits union the axis and coaxis is a regulus may be
represented in the form(2). In either case, such a translation plane produces a flock
of a hyperbolic quadric in PG(3, K ).

Proof: This result is known in the case thatK is finite and can be found in Johnson [12].
Furthermore, one can use the Klein quadric to verify the translation back and forth between
the flocks and the planes (see Section 6). The only possible question with this construction
is whether a cover of the vector space produces a cover of the quadric and conversely.
We shall provide an algebraic proof that a translation plane with the required properties
produces a hyperbolic flock and leave the proof that the flock gives rise to the translation
plane to the reader.

Suppose that a translation plane with spread in PG(3, K ) admits an affine homology
group one of whose component orbits union the axis and coaxis is a regulusR in PG(3, K ).
Choose a representation so that the axis isy = 0, the coaxisx = 0 andy = x is a component
(line) of the regulusR. ThenR is represented by the partial spreadx = 0, y = x[ v 0

0 v ] for
all v in K . Moreover, the homology group takes the matrix form:〈

1 0 0 0
0 1 0 0
0 0 u 0
0 0 0 u

 u is in K − {0}

〉
.

There are functionsf andg on K and components of the following matrix form:

y = x

[
f (t) g(t)
1 t

]
for all elementst of K .
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Note that, in particular, this says that the functionf is 1−1 as otherwise, differences of
certain corresponding matrices are singular and nonzero contrary to the assumption that
the components form a unique cover of the vector space. The homology group maps these
components intoy = x[ f (t)u g(t)u

u tu ] for all nonzerou in K . Hence, the regulusR and these
components for allv, t, u 6= 0 in K define the spread in PG(3, K ).

Take any valuea in K and consider the vector(1, −a, 0, 1). Since this vector is not on
x = 0 or y = xv I and we are assuming a “cover”, there is a unique pair(u, t) with u
nonzero such that(1, −a, 0, 1) is incident with the componenty = x[ f (t)u g(t)u

u tu ]. Hence,
we havef (t)u − au = 0 andg(t)u − atu = 1. In particular, sinceu is nonzero, we must
have f (t) = a. Hence,f is “onto”.

In order to see that the planes listed in the theorem intersected with the hyperbolic quadric
in PG(3, K ) form a unique cover of the hyperbolic quadric and hence define a hyperbolic
flock, we must show that for all points(a, b, c, d) for b 6= c andad = bc, there is a unique
t in K such that the point is on the planeπt . Since we have a cover of the 4-dimensional
vector space, we know that for a vector(e, h, m, n) where not bothe andh are zero and
〈(m, n)〉 is not in 〈(e, h)〉, there is a unique ordered pair(t, u) such that(e, h, m, n) is on
the componenty = x[ f (t)u g(t)u

u tu ].
To distinguish between points of PG(3, K ) that relate to the flock and vectors ofV4 which

relate to the translation plane, we shall use the terms “points” and “vectors” respectively.
That is, for alle, h, m, n such that not bothe andh are zero and the vector(m, n) is not

in the 1-space generated by(e, h), there is a unique ordered pair(t, u) such that

ef(t)u + hu = m and eg(t)u + htu = n. (1)

The point(a, b, c, d) is onπt if and only if

a − bt + f (t)c − g(t)d = 0. (2)

First assume thatbc 6= 0. Then, without loss of generality, we may takeb = 1 so that
ad = c (recall that the point is considered homogeneously).

Hence, we require that the point(cd−1, 1, c, d) for c 6= 1 is contained in a unique plane
πt . This is equivalent to the following equation having a unique solution:

c − dt + f (t)cd − g(t)d2 = 0. (3)

Consider the vector(1, d−1, 1, cd−1). Since(1, cd−1) is in 〈(1, d−1)̇〉 if and only if
c = 1, there is a unique ordered pair(to, u) such that(2, 2) is satisfied with(e, h, m, n) =
(1, d−1, 1, cd−1) so that

f (to)u + d−1u = 1 and g(to)u + d−1tou = cd−1. (4)

Hence, we must have

cd−1( f (to) + d−1)u = (g(to) + d−1t)u so that

c − dto + f (to)cd − g(to)d
2 = 0.
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Now to show uniqueness. First assume thatf (to)d+1 = 0 = z.Theng(to)d+t = 0 = w

and the vector(1, d−1, 0, 0) is on the componenty = x[ f (to)d g(to)d
d tod ] andy = 0, which is a

contradiction. Hence,zw 6= 0.
So,w = zcd−1 and the vector(1, d−1, z, zcd−1) is on the componenty = x[ f (to)d g(to)d

d tod ].
Now assume that there exists another elementso such that

c − dso + f (so)cd − g(so)d
2 = 0.

Then f (so)d + 1 = z∗ 6= 0 and there exists an elementv in K such thatz∗v = z.
Then the vector(1, d−1, z, zcd−1) = (1, d−1, z∗v, z∗vcd−1) is also ony = x[ f (so)dv g(so)dv

dv sodv
].

By uniqueness of the vector space cover, it follows that(to, d) = (so, dv). Hence, there is
a unique planeπt containing the point(a, b, c, d) such thatb 6= c andad = bc wherebc
is nonzero.

Now assume thatbc = 0. If b = 0 andd = 0 then without loss of generality, we may
takec = 1 so we are considering the point(a, 0, 1, 0). We need to determine at in K such
thata + f (t) = 0. Since f is 1-1 and onto as noted above, there exists a unique valuet
which solves this equation and hence a unique planeπt containing the point(a, 0, 1, 0).

If b = 0 anda = 0 andc = 1, it is required to uniquely cover the point(0, 0, 1, d)

by a plane so we require a unique solution to the equationf (t) − g(t)d = 0. Note that
the vector(1, 0, d, 1) must be incident withy = x[ f (t1)u g(t1)u

u t1u ] for some ordered pair
(t1, u). This implies thatf (t1)u = d andg(t1)u = 1 so that f (t1) = g(t1)d. Moreover,
f (t1) = z1 6= 0 as otherwise the spread would containy = x[ 0 0

1 t1
]. Hence, the vector

(1, 0, z1, z1/d) is on y = x[ f (t1) g(t1)

1 t1
]. If there exists another solutions1 then f (s1) = z∗

1

and there exists an elementw of K such thatz∗
1w = z1. Hence, the previous vector also

belongs toy = x[ f (s1)w g(s1)w
w s1w ] which, by uniqueness of the vector space cover, implies

that(t1, 1) = (s1, w).
If c = 0 thena = 0 or d = 0 andb = 1 without loss of generality. We are trying to

show that there is a unique solution toa − t + g(t)d = 0. If d = 0 this is trivial. Thus,
assume thata = 0.

The vector(d2, −, d, 1, 0) must be incident withy = x[ f (t2)u g(t2)u
u t2u ], for some unique

pair (t2, u). Thus, there is a solutiont2 to d( f (t2)d − 1)u = 1 andd(g(t2)d − t)u =
0. Let f (t2) d − 1 = z2 6= 0. Then the vector(1, −d−1, z2, 0) is on the component
y = x[ f (t2)d g(t2)d

d t2d ] so clearlyz2 6= 0.

If there is another solutions2 then let f (s2)d − 1 = z∗
2 so that there exists an

elementw such thatz∗
2w = z2. Hence the previous point is also on the component

y = x[ f (s2)dw g(s2)dw
dw s2dw ] so by uniqueness, we must have(t2, d) = (s2, dw). Hence, a

translation plane with spread in PG(3, K ) which admits an affine homology group of the
type listed above produces a flock of a hyperbolic quadric.

To complete the proof of part(3), we must show that if a translation plane has its
spread in PG(3, K ) and the spread is a union of reguli sharing two components, then
there is a homology group of the type mentioned above. We coordinatize so that a given
regulus net has the standard formx = 0, y = x[v 0

0 v] for all v in K . Let y = x[a b
c d] be a

component not in this regulus net. Since the component is in a regulus net, change bases
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by (x, y) → (x, y[a b
c d]

−1). After the basis change, the second regulus must have standard
form. Now mapping back with the inverse basis change, it follows that the second regulus
must have the basic formx = 0, y = 0, y = x[a b

c d]uI2 for all u 6= 0 in K . Hence, it follows
that the translation plane must admit the indicated homology group with axisy = 0 and
coaxisx = 0. This proves(3).

To prove(1), we may choose a basis so that a given plane of the flock has equation
x2 = x3. From here, it is fairly direct that we may represent the flock in the form given.
The function f (t) is 1-1 to avoid intersections and must be onto in order to ensure a cover.

The proof of(2) follows along the lines of the proof(3) and is left to the reader. 2

3. André quasifields of flock type

In this Section, we completely determine the Andr´e planes with spreads in PG(3, K ) which
produce or correspond to flocks of hyperbolic quadrics in PG(3, K ).

Let K be a field which contains nonsquares. Letγ be a nonsquare andF = K (
√

γ ).
Let 6F denote the Pappian affine plane coordinatized byF and write the components

of the plane asx = 0, y = xm for all m in F. We consider the construction of the Andr´e
planes (quasifields) with kernel containingK . Let σ denote the automorphism of order 2
which fixesK pointwise.

We propose to construct all of the Andr´e planes that admit the Pappian collineation group
H 〈(x, y) → (xv, yu) | u, v in K ∗〉 and which contain the standard regulus net. This is
equivalent to constructing translation planes whose spread is in PG(3, K ) and which is the
union of reguli sharing two components. We have seen in Section 2 that such a translation
plane is equivalent to a flock of a hyperbolic quadric in PG(3, K ). We call such translation
planeshyperbolic flock planes.

Let Rδ = {y = xm | m1+σ = δ}, δ in K ∗. Let K (
√

γ )∗(σ+1) = K −. Let S denote the
subgroup of nonzero squares inK and note thatS is a subgroup ofK −. We call such a
partial spread (or net generated by this partial spread) an Andr´e partial spread (or Andr´e
net). The replacement or derivation of the Andr´e net is accomplished by replacingRδ by
the opposite regulus netR∗

δ = {y = xσ m | m1+σ = δ}.
We define an Andr´e multiplication:

x ∗ m = xσ (m1+σ g)

m whereg is any mapping fromK − into Z2

(or GF(2)) such that 1g = 0.

In order that this produces a multiplication for which the elements ofK are in the center,
and we have thatx ∗m = xm for all x in K (juxtaposition shall denote multiplication inF),
m1+σ g = 0 for all m in K ∗. This is accomplished if and only ifα2g = 0 for all α in K ∗.

If we consider this by the replacement or nonreplacement of various Andr´e nets then we
do not replace any Andr´e netRδ whereδ is a square inK −.

Consider the image ofRβ underH : y = xm → y = xmw for all w in K . And, since
(mw)1+σ = m1+σw2, it follows that wheneverRβ is replaced byR∗

β , we also must replace
Rβα2 by R∗

βα2 for all α in K ∗.
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Hence, in order to obtain non-Pappian translation planes of this type, we must have that
K − properly contains the subgroup of nonzero squaresS in K ∗. For example, ifK is the
field of real numbers andσ mapsm = α+ iβ ontoα− iβ for α, β in K thenmσ+1 = α2+β2

which is positive so a square. In other words, the groupH acts transitively on the set of
all André nets in this case. Since we have agreed not to replaceRα2, we do not obtain a
non-Pappian plane. Hence,K cannot be the field of real numbers.

We note that the images ofy = xm or y = xσ m underH union the componentsx = 0
andy = 0 form reguli in PG(3, K ).

Consider the quotient groupK −/S. Since each element of this group has order 2 or 1,
it follows that this group is an elementary Abelian 2-group. Hence, we may consider this
group as a vector space over GF(2).

When we choose the set of Andr´e nets{Rβ} to replace, we must replace all corresponding
netsRβα2. This corresponds to the selection of a subsetλ of K −/Swhich we map underg
to 1 and all other elements of the vector space map to 0. We have the condition thatλ does
not contain the identity element or rather that we do not replace the Andr´e square netsRα2

in order to obtain the central property that we require. The property that we obtain using
the groupH in the associated Andr´e plane is equivalent to havingK in the right nucleus
(that is,(a ∗ b) ∗ α = (a ∗ (b ∗ α) for all a, b in the quasifield and allα in K ).

Hence, we obtain the following:

Theorem 3.1
(1) The set of Andŕe quasifields constructable from a field F= K (

√
γ ) with K in the

intersection of the center and right nucleus(i.e., the Andŕe quasifields of hyperbolic
flock type) are obtained by any mapping from K−/S to GF(2) such that the identity
(zero vector) is mapped to0 where K− = (K (

√
γ )∗)σ+1 and σ is the involutory

automorphism fixing K pointwise.
(2) The set of Andŕe nearfields of hyperbolic flock type are obtained by the choice of a

linear functional of K−/S considered as a GF(2)-vector space. Hence, there is a1-1
correspondence between the set of André nearfields of hyperbolic flock type and the
dual space of K−/S.

Proof: We have noted that any Andr´e quasifield of the type constructed above has the
required properties of havingK in the intersection of the center and right nucleus. By the
previous section in which the equivalence of spreads in PG(3, K ) which are unions of reguli
sharing two components and spreads containing reguli and an affine homology group one of
whose component orbits union the axis and coaxis is a regulus is shown, it follows that the
above procedure is the only way to produce Andr´e quasifields with the required properties.
Hence, we have the proof to (1).

An André nearfield is produced exactly when the multiplication defines a group. This
translates to having the mapping g above a homomorphism fromK − into Z2. When consid-
ered as acting onK −/S, the required mapping induces a homomorphism fromK −/S into
GF(2). That is, we have a linear mapping from a vector space over GF(2) into its associ-
ated scalar field GF(2). In other words, each nearfield of hyperbolic flock type corresponds
exactly to a linear functional ofK −/Sso that the nearfields are in 1-1 correspondence with
the dual space ofK −/S. 2
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Theorem 3.2
(1) Let (K (

√
γ )∗)σ+1 = K −. Suppose the dimension of K−/S is finite. Then the number

of ways of constructing André planes of hyperbolic flock type from a given quadratic
extension field is exactly2|K −/S|−1. Furthermore, the zero map corresponds to the
Pappian plane.

(2) If the dimension is1 (order 2), there are exactly two André quasifields of hyperbolic
flock type.

Since any mapping of Z2 onto Z2 which maps0to0 is either trivial or a homomorphism,
it follows that the two Andŕe quasifields of hyperbolic flock type are the field F itself
and a nearfield.(For example, in the finite field case of odd order, this is precisely the
situation.)

(3) Any field which is an algebraic extension of a finite field of odd order but not a set of
quadratic extensions of quadratic extensions will also produce exactly one nontrivial
nearfield of hyperbolic flock type.

(4) The number of non nearfield André quasifields of hyperbolic flock type is exactly
2|K −/S|−1 − 2d where d= the dimension of K−/S = log2 |K −/S|.

(5) If the dimension of K−/S is infinite, there are infinitely many André quasifields of
hyperbolic flock type which are not nearfields.

Hence, if the dimension of K−/S ≥ 2 then there exist André quasifields of hyperbolic
flock type which are not nearfields.

Proof (3): We need to show only that the subgroup of nonzero squares is of index 2 in
(K (

√
γ )∗)σ+1 = K −. Leta andb be nonsquares. Sincea, b generate a finite field over the

given field, it follows that the product of these two elements is a square. It is only required
that there exist nonsquares in the field since it follows that(K (

√
γ )∗)σ+1 = K − = K ∗ in

this case. For example, note that(et + u)σ+1 = u2 − γ t2 for u, t in K and{e, 1} a K
basis. Restricted to a finite field isomorphic to GF(q) containingγ , u2 − γ t2 takes on both
squares and nonsquares and is GF(q)∗. If the nonsquares do not remain nonsquares inK
thenK is a series of quadratic extensions. Since the set of squares inK forms an index two
subgroup in the case under question, thenK − = K ∗.

(4) and(5) follows directly from the above results and(2.1). 2

Theorem 3.3 Let K be a field, S the set of nonzero squares of K and(K (
√

γ )∗)σ+1

= K −. Assume that the dimension of K−/S ≥ 1.

(1) Then each of the André quasifields constructed from a given quadratic extension field
which have the property that the center and right nucleus contain K is a Bol quasifield
and constructs a flock of a hyperbolic quadric in PG(3, K ).

(2) If the dimension of K−/S ≥ 2 then there exist infinite flocks of a hyperbolic quadric in
PG(3, K ) which are not nearfield flocks.

Proof: By (3.2) and(2.1), it remains only to show that the Andr´e quasifields constructed
as in(3.1) are Bol quasifields.

We mentioned the Bol identity in Section 1. When considering the Bol identity in the
form presented, components are written in the general formy = m·x. Since we are writing
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multiplication on the opposite side, the Bol identity takes the form:

((c ∗ a) ∗ b) ∗ a = c ∗ ((a ∗ b) ∗ a) for all elementsa, b, c of the quasifield.

Write x ∗ y = xσ(y)y whereσ(y) = σ (y1+σ g). Then the Bol identity takes the following
form:

cσ(a)σ (b)σ (a)aσ(b)σ (a)bσ(c)a = cσ(aba)aσ(b)σ (a)bσ(c)a sinceσ(xσ(z)) = σ(x) for all x, z.

(See also [7] (2.6) for the same calculation in the finite case.)
Hence, we must check thatcσ(a)σ (b)σ (a) = cσ(aba). Thus, we have to verify that

σ (2a)1+σ g+b1+αg is equivalent toσ (a2b)1+σ g

or equivalently, that

b1+σ g ≡ (a2b)1+σ g mod 2.

Whenever we replace an Andr´e netRδ , we also replace the set of Andr´e netsRδα2 for all
α in K . Lettingb1+σ = β anda1+σ = α, the last congruence becomesβg ≡ α2β g mod 2
which is the congruence statement of our replacement procedure.

Hence, all of the Andr´e quasifields constructed above are Bol quasifields. 2

4. The flocks and isomorphism

From Section 3, given a fieldK and multiplicative subgroupSof nonzero squares, ifK −/S
has dimension≥2, we may construct at least one non nearfield flock of a hyperbolic quadric
in PG(3, K ).

In this section, we consider possible isomorphisms between the flocks. We consider
two flocks within the same projective space to be isomorphic if and only if there exists an
element ofP0L(4, K ) which preserves the hyperbolic quadric and which maps the conics
of one flock onto the conics of the second flock. From the standpoint of the associated
translation plane, we may consider two translation planes defined on the same vector space
and sharing the two components which are common to the set of reguli of each spread.
There is a corresponding isomorphism which will either fix or interchange the two common
components and be in0L(4, K ). Conversely, for the planes constructed in Section 3, we
shall see later than any isomorphism of planes permutes the regulus nets associated with
the flock and hence induces an isomorphism of flocks.

Theorem 4.1 Two flocks of a hyperbolic quadric in PG(3, K ) constructed as in Section3
are isomorphic if and only if there is an isomorphism of the corresponding translation
planes which fixes the two common components of the base regulus nets, permutes the base
regulus nets, and belongs to0L(4, K ).
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Proof: Since each of the planes constructed in Section 3 are Bol planes (with respect to
the linesx = 0, y = 0 or rather infinite points(0) and (∞)), it follows from Kallaher
[13] (Corollary 3.2.2) that the points(∞) and(0) are fixed or interchanged by the full coll-
ineation group of the plane. Moreover, considering there are collineations interchanging
the two indicated infinite points, we have the proof to(4.1). 2

We also note that any Desarguesian plane constructed as in Section 3 is actually Pappian.

Theorem 4.2 If π is a Desarguesian plane with spread in PG(3, K ) for K a field which
contains a K-regulus thenπ is Pappian.

Proof: If the spread contains a regulus and the regulus net is coordinatized in the standard
manner then the coordinate quasifieldQ containsK in its center. Let{1, e} be a basis for
Q over K as a vector space. Assume thatQ is a skewfield. Then, forα, β, δ, ρ in K ,
(α + βe)(δ + ρe) = αδ + (βδ + αρ)e+ βρe2 and sinceK is a field, it then easily follows
that, in this case, the quasifield must be a field provided it is a skewfield. 2

We recall that a linear flock is one where the planes of the conics of the flock share a line.

Theorem 4.3
(1) A linear hyperbolic flock in PG(3, K ) corresponds to a Pappian plane coordinatized

by a quadratic field extension F of K.
(2) Two linear hyperbolic flocks in PG(3, K )are isomorphic if and only if the corresponding

quadratic extension fields are isomorphic.
(3) There exist fields K such that there are infinitely many mutually nonisomorphic linear

hyperbolic flocks in PG(3, K ).

Proof: Using the notation of Section 2, we may assume that there is a common line of
the form〈(1, 0, 0, b), (a, 1, 1, c) whereb is not zero anda is not equal toc〉 wherea, b, c
are elements ofK .

If (1, 0, 0, b) is common to the planes denoted byπt then it follows thatg(t) = b−1 for
all t in K .

Similarly, if (a, 1, 1, c) is common to the planesπt then f (t) = t + b−1c − a = t + d.

The corresponding translation plane has components of the form

y = x

[
(t + d)u b−1u

u tu

]
andy = x

[
v 0
0 v

]
for all t, u, v in K andu 6= 0.

It follows easily that the spread is additive and multiplicative so that the spread is
Desarguesian and hence Pappian by the above note (4.2). Moreover, the coordinate fields
are quadratic extension fields ofK .

Two linear flocks are isomorphic provided the corresponding Pappian planes are iso-
morphic if and only if the corresponding coordinate fields are isomorphic. This proves (1)
and (2).
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To prove (3), we note that there are infinitely many mutually nonisomorphic quadratic
extensions of the field of rationals. For example, take the setM of all integer primes. Then
Q(

√
p) is not isomorphic toQ(

√
q) since mapping

√
p to a

√
q for a in Q implies that

a2 = p/q which cannot be the case. 2

Lemma 4.4 Letπ1 andπ2 be non-Pappian Bol planes constructed from a given Pappian
plane6 coordinatized by F(a 2-dimensional field extension of K) as in Section3. Let ν
be an isomorphism ofπ1 ontoπ2.

Thenν may be represented by a K-semilinear mapping of the form(x, y) → (xρ A, yρ B)

for 2 × 2 K-matrices A, B and xρ = (x1, x2)
ρ = (xρ

1 , xρ

2 ), whereρ is an automorphism
of K.

The reader should note the difference between xρ defined above and xσ which is the
image of an element of the fieldF under the automorphismσ .

Definition 4.5 In the planes under consideration, there is a Pappian affine plane6 coor-
dinatized by a quadratic extensionF of K .

The lines of the constructed translation planes have the formx = c, y = xm + b or
y = xσ m + b for m, b, c in F whereσ is the unique involution in GalK F .

The set of lines without a superscriptσ shall be called the unreplaced netU and the set
of lines corresponding to those with a superscriptσ shall be called the replaceable netR.

The net replacingR (consisting of the linesy = xσ m + b for y = xm in R) shall be
denoted byR∗ and called the replacing net.

There is a multiplication∗ defined as follows:x ∗ m = xσ g
m whereg = 0 or 1 if and

only if y = xm is in U or R respectively.

Remark 1 The André netsR are regulus nets with opposite regulus netR∗.

Proof: Note thaty = xσ n meetsy = xm for nσ+1 = mσ+1 = α if and only if there exists
a solution toxm = xσ n which is valid if and only ifx1−σ = (m/n). Since(m/n)σ+1 = 1,
it follows by Hilbert’s Theorem 90 that there exists an elementv such thatv1−σ = m/n.

Thus, the liney = xσ n meets every liney = xm and is contained in the union of such
lines. 2

Proposition 4.6 All of the planes constructed as in Section3 admit the following colli-
neation groups:

H : 〈(x, y) → (ax, by) where a−1b is in K∗〉,
B: 〈τa : (x, y) → (y ∗ a, x ∗ a−1)〉.

Both groups leave invariant R, R∗, and U.
Furthermore, the full collineation group of the plane normalizes the group N: 〈(x, y) →

(xv, yu) for all u, v in K 〉.

Proof: Note that juxtaposition denotes multiplication in the fieldF and∗ denotes quasi-
field multiplication in the associated constructed Andr´e quasifield.
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The replaced netR∗consists of a set ofK -regulus nets defined by Baer subplanes of
6. The kernel homology group defined by the mappings(x, y) → (ax, ay) for all a in
F then acts as a collineation group of any constructed translation plane. Since by the
construction, the planes also admit the group whose elements are defined by the mappings
(x, y) → (xu, yv) for all u, v in K , it follows that the planes admit the collineation group
H . Since we have shown that the planes are Bol planes, it follows that the planes admit the
groupB (see Burn [7]). However, we wish to show that the indicated nets are left invariant.

First assume thaty = xc is in U and note that it follows by construction thaty = xc−1

is also inU . Then, in the constructed plane,w ∗ c = wc andw ∗ c−1 = wc−1. Then under
the mappingτc, we havey = xm → y = xm−1c−2, andy = xσ m → y = xσ m−σ c−(1+σ).
Recall that when we replace an Andr´e regulus netRδ then we also replace the set of Andr´e
netsRδα2 for all α in K ∗. Hence, it is clear thatτc is a collineation of the plane wheny = xc
is inU . Similarly, wheny = xc is in R, then the form ofτc becomes(x, y) → (yσ c, xσ c−1)

andy = xm maps toy = xm−σ c−2 andy = xσ m maps toy = xσ m−1c−(1+σ).
It remains to show that the groupN is normal in the full collineation group assuming that

the plane is non-Pappian. Clearly,τ1 normalizesN. Hence, we may assume a collineation
f fixes x = 0 andy = 0 and has the basic form(x, y) → (xρ A, yρ B) whereA, B are
2× 2 K -matrices as in(4.4). It follows that sinceA andB commute withuI2 anduρ is in
K , f clearly normalizes the groupN. Hence, this completes the proof of(4.6). 2

Lemma 4.7 In a plane constructed as above, if a collineation h maps y= x into a
component of R∗ then U and R∗ are interchanged by h.

Proof: By (4.6), h either fixes or interchangesx = 0 andy = 0. If h interchangesx = 0
andy = 0 thenhτ1 fixesx = 0 andy = 0 and still mapsy = x into a component ofR∗ as
the groupB fixes R∗.

Hence, we may assume without loss of generality thath fixesx = 0 andy = 0.
We note that the groupH of (4.6) acts transitively on the nonzero points ofy = 0 and

leaves each of the netsR, R∗,U invariant. Hence, we may assume thath fixes a given
nonzero point say(0, 1, 0, 0) on y = 0.

By (4.4), we may representh as(x, y) → (xρ A, yρ B) for 2 × 2 nonsingular matrices
with elements inK . Note that(0, 1)ρ A = (0, 1) if and only if A = [a b

0 1]. Moreover,y = x
maps toy = xσ m for some elementm of F . Hence, recalling the notation developed in
Section 3, we havey = xσ m represented asy = x[−1 0

0 1][
u γ t
t u ] for someu, t in K wheret

is nonzero. It then follows thatA−1B = [−u −γ t
t u ].

Since we are trying to show thatU andR∗ are interchanged byh, we assume that there
is an elementy = xn = x[w γ s

s w ] in U which maps back intoU . Note that we assume
that s is nonzero as otherwise, this is merely an element of the regulus net containing
y = x, y = 0, x = 0 which must map intoR∗ due to the existence of the normal groupN.

The image ofy = xn is

y = x A−1

[
wρ (γ s)ρ

sρ wρ

]
B =

[
a−1 −a−1b
0 1

] [
wρ (γ s)ρ

sρ wρ

] [
a b
0 1

] [−u −γ t
t u

]



             
P1: rba

Journal of Algebraic Combinatorics KL365-02-Johnson November 7, 1996 11:3

40 JOHNSON

which is the matrix (∗∗):[
u(bsρ − wρ) + ta−1sρ(γ ρ − b2) γ t (bsρ − wρ) + ua−1sρ(γ ρ − b2)

t (bsρ + wρ) − uasρ u(bsρ + wρ) − asρ tγ

]
.

We note that the general form for the components isy = x[±v ±γ k
k v ] for elementsv, k of K

where± is + if and only if the component is inU . Hence, we may equate the(1, 1) and
(2, 2) elements of the previous matrix and obtain the relation(1, 2) = γ (2, 1).

This results in the following two equations:

2uwρ = sρ t (aγ + a−1(γ ρ − b2)) (5)

and

2γ twρ = usρ(aγ + a−1(γ ρ − b2)). (6)

If aγ + a−1(γ ρ − b2) 6= 0 then sincest is nonzero we may divide (5) by (6) to obtain

u/γ t = t/u (7)

which is valid if and only ifu2 = γ t2 which is contrary to the assumption thatγ is nonsquare.
Hence, we must obtain(aγ + a−1(γ ρ − b2)) = 0 which in turn forcesw = 0.
Now certainly there exist components ofU of the general formy = x[w γ s

s w ] for ws

nonzero since for example we are not replacing any component such thatw2 − γ s2 = 1 (or
square).

By the above note, none of these components can map intoU so must map intoR∗. This
means that in the above equation the matrix (∗∗) forces the entry equations:(1, 1) = −(2, 2)

and−γ (2, 1) = (1, 2). Simplifying, we obtain the following two equations:

2ubsρ = tsρ(aγ − a−1(γ ρ − b2)) (8)

and

2γ tbsρ = usρ(aγ − a−1(γ ρ − b2)). (9)

From above, we know thataγ + a−1(γ ρ − b2) = 0 soaγ − a−1(γ ρ − b2) 6= 0.

Sincets 6= 0, dividing (8) by (9) forcesu/γ t = t/u which is a contradiction as before.
Hence, we have a contradiction to assuming that oncey = x maps intoR∗ then some

element ofU maps back intoU . Hence, every element ofU must map intoR∗, and by
using the inverses of the elements above, every element ofR∗ must map intoU. That is,U
andR∗ are interchanged by the collineation. 2

Theorem 4.8 (The interchange theorem) In a non-Pappian Bol André plane constructed
as in Section3, the unreplaced net and replacing net are either both fixed or interchanged
by a collineation of the plane.
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Proof: Let U and R∗ denote the unreplaced and replacing nets respectively. Letj be
a collineation of the plane. Suppose that some componenty = xm of U maps intoR∗.
Change bases by the mappingh: (x, y) → (x, ym−1). Then an isomorphic plane is obtained
with corresponding unreplaced and replacing netsUh andR∗h respectively.

Let

U− = {n1+σ | y = xn is in U } andR∗− = {n1+σ | y = xσ n is in R∗}.

Recall, thatδ in U−implies thatδα2 is in U− andβ in R∗− implies thatβα2 is in R∗−

for all α in K .

Let m1+σ = αo. Then(Uh)− = U−αo and(R∗h)− = R∗−αo (use the analogous defini-
tions for the indicated subsets ofK ). So,δ in (Uh)− implies thatδα2 is in (Uh)− andβ in
(R∗h)− implies thatβα2 is in (R∗h)−. This shows that the isomorphic plane has exactly the
same groups acting on it and in the same representation asH andN above in the statement
of (4.6).

By the previous lemma,h−1 jh interchangesUh andR∗h so that j interchangesU and
R∗. 2

This argument is actually more general and proves the following isomorphism theorem.
We shall denote a translation plane constructed from a given Desarguesian plane by

replacement ofR and nonreplacement ofU by U ∪ R∗.

Theorem 4.9 Let π1 = U1 ∪ R∗
1 andπ2 = U2 ∪ R∗

2 be isomorphic non-Pappian André
planes constructed as in Section3.

Then an isomorphism fromπ1 ontoπ2 either maps U1 onto U2 and R∗
1 onto R∗

2 or maps
U1 onto R∗

2 and R∗
1 onto U2.

Proof: We consider the two planes to share the componentsx = 0, y = 0, y = x. Any
isomorphism must fix or interchangex = 0 andy = 0 or otherwise one of the planes will be
Desarguesian by Kallaher [13](3.2.1) or (3.2.2). Since the planes are Bol, we may assume
that the isomorphism fixesx = 0 andy = 0 and thus has the form of the collineation of a Bol
plane used in the proof of(4.8). Because the general form (componentsy = x[±v ±γ k

k v ])
of the components of either Bol planes is the same, we may use the argument of(4.8) to
prove(4.9). 2

Corollary 4.10 Letπ be a non-Pappian André nearfield plane constructed as in Section3
from a Desarguesian plane6 coordinatized by the field extension F of K . Let U and R∗

denote the unreplaced and replacing nets so thatπ = U ∪ R∗.
Then there is a collineation which interchanges U and R∗.

Proof: Certainly there is a homology group with axisx = 0 and coaxisy = 0 which
acts regularly on the points on the line at infinity distinct from(0) and(∞). By (4.9), the
conclusion follows immediately. 2

We require a proposition on the determination of fields with large intersections.
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Proposition 4.11 Let 6 and1 be Pappian planes coordinatized by quadratic extension
fields F6 and F1 respectively of a given field K. We consider the two spreads within
PG(3, K ) so the planes may be considered as defined on the same points.

If the two Pappian planes share a net which properly contains a K-regulus net then the
two planes are equal and consequently the two fields are identical.

Proof: We take the regulus net to be defined in the standard way as the net defined by
the partial spreadx = 0, y = 0, y = xk wherek is in K . If a net properly contains this
regulus net then we may define a common subfield of the two fields in question. It is trivial
to verify that any subfield of a quadratic extension ofK and properly containingK is the
field itself. Hence,F6 = F1. 2

Theorem 4.12 The isomorphism classes of André nearfield planes constructed as in
Section3 from a given Pappian plane6 coordinatized by a field extension F of K are
in 1-1 correspondence with the set of orbits of subgroups of index two of K−/S under
the automorphism group of K where S is the subgroup of nonzero squares of K∗ and
K − = F∗(σ+1).

The automorphism group of K induces a natural action on the dual space of K−/S as
a GF(2)-vector space and the isomorphism classes of non-Pappian André nearfield planes
of hyperbolic flock type are in1-1 correspondence with the orbits different from the zero
vector of the automorphism group acting on the dual space.

Proof: Let π1 andπ2 be isomorphic and non-Desarguesian Andr´e nearfield planes con-
structed from6 as in Section 3 and letρ be an isomorphism fromπ1 ontoπ2. By the use
of the collineation group, we may assume thatρ fixesx = 0 andy = 0. By (4.9), we may
assume that ifπi = Ui ∪ R∗

i thenρ mapsU1 ontoU2, mapsR∗
1 onto R∗

2 and hence maps
R1 onto R2. In particular, by(4.11), ρ is a collineation of the associated Pappian plane6.
We note that since a non-Pappian nearfield plane is obtained by a homomorphism ofK −/S
onto GF(2), it follows that the kernel of the homomorphism isU−

1 /S.

Thus, we may representρ in the form(x, y) → (xωa, yωb), wherea, b are in F and
ω denotes an automorphism ofK and extend toF . Note thaty = xm of U1 maps to
y = xmω(a−1b) and some image must bey = x. Furthermore, for any automorphism
ω of K , extend to an automorphism ofF so that ifk = nσ+1 thenkω = nω(σ+1). Note
that if (et + u)σ+1 = u2 − γ t2 then (etω + uω)σ+1 = u2ω − γ t2ω so thatω acts on
(K (

√
γ )∗)σ+1 = K −.

Hence, it follows that(a−1b)1+σ mω(1+σ) = 1 so that(a−1b)1+σ = k is in Uω−
1 (recall if

k is in U−
1 so isk−1 and also(Uω

1 )− is denoted byUω−
1 ).

Using the notation developed in(4.8), we must haveU−
1 map toU−

2 , so that the above
implies that asy = xn in U1 maps toy = xnωa−1b then n in U−

1 implies nω(1+σ) in
Uω−

1 . SinceUω−
1 is a subgroup ofK − as noted above, and(a−1b)1+σ in Uω−

1 implies that
(nωa−1b)1+σ is in Uω−

1 , so it follows thatU−
2 = Uω−

1 . Hence, an isomorphism of the two
planes is uniquely determined by an automorphism ofK .

Now if η is in the dual space ofK −/S, andω an automorphism ofK , we defineηω as the
mapping which takeszSonto (zωS)η. A homomorphismη with kernelU−

1 /S then defines
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a homomorphismηω with kernelUω−
1 /S. Hence, the set of isomorphism classes of non-

Pappian Andr´e nearfield planes of the type under consideration is in 1-1 correspondence
with the orbits of the automorphism group ofK acting on the dual space ofK −/S. 2

Corollary 4.13 If the automorphism group of a field K is trivial and there is a quadratic
field extension F of K then the set of isomorphism classes of André nearfield planes of
hyperbolic flock type constructed from the Pappian plane coordinatized by F is in1-1
correspondence with the dual space of K−/S as a GF(2)-vector space.

Theorem 4.14 Let K be a field which has quadratic field extensions F1 and F2. Assume
thatπ1 andπ2 are non-Pappian nearfield planes of hyperbolic flock type constructed from
the Pappian planes61 and62 coordinatized by F1 and F2 respectively.

If the planesπ1 andπ2 are isomorphic then the fields F1 and F2 are isomorphic.

Proof: First of all, note that we may consider both Pappian planes as defined on the same
points as the associated spreads are both in PG(3, K ). Let ρ be an isomorphism from
π1 = U1 ∪ R∗

1 ontoπ2 = U2 ∪ R∗
2. The components represented byx = 0 andy = 0 in

the Pappian planes are not necessarily the same but it is clear from previous arguments that
any isomorphism must map the set of these two components of the first plane onto the set
of these same two components of the second plane. Moreover, we may also assume that
ρ actually fixesx = 0 andy = 0 with the obvious interpretation. And, we may assume
thatU1 maps intoU2. Hence, it also follows thatR∗

1 maps toR∗
2 so thatR1 maps toR2. It

follows by (4.11) thatρ is an isomorphism from the Pappian coordinatized byF1 onto the
Pappian plane coordinatized byF2 which implies that the two fields are isomorphic. 2

Actually,(4.14) is not stated in its most general form. If we consider a Pappian plane6 of
the type considered in the statement of the result, there is a set of Andr´e nets (corresponding
to reguli in PG(3, K )) which cover the components except forx = 0 andy = 0. If all of
these nets are derived (replaced by the partial spread net of Baer subplanes) then another
Pappian plane6∗ is obtained which also may be coordinatized by the same field. Recall, in
the arguments above, the components of the plane in question are represented in the form
y = x[±v ±γ k

k v ] wherev, k are inK . The components are in6 exactly when± = + and in
6∗ exactly when± = −. A basis change of the form

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1


then shows that the components of6∗ may be represented by components of the form

x = 0, y = x

[
v −γ k

−k v

]
for all u, k in K .

Effectively, this amounts to choosing two different points to represent(1, 1) in a given
Pappian plane once it has been decided what subspaces to be calledx = 0 andy = 0. Note
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that the two subspaces with equationy = x do not belong to the same Pappian plane as
components. In the case of6 and6∗, the componenty = x of 6 (6∗) is a Baer subplane
of 6∗ (6).

In the above proof, if we would not assume that the isomorphic planes are nearfield
planes then by the interchange theorem (extended to the isomorphism case), it would be
possible thatρ might mapU1 onto R∗

2 andR∗
1 ontoU2. By (4.11), it then follows thatρ is

an isomorphism of the Pappian plane used in the construction ofπ1 onto the Pappian plane
6∗

F2
“derived” from the Pappian plane6F2 used in the construction of the planeπ2. Hence,

it follows that the fields coordinatizing these two Pappian planes are isomorphic so that the
fields F1 andF2 are isomorphic.

Thus, we have:

Theorem 4.15 Let F1 and F2 be quadratic extension fields of the field K. Let π1 andπ2

be non-Pappian André planes of hyperbolic flock type constructed from the Pappian planes
coordinatized by the fields F1 and F2 respectively.

If π1 is isomorphic toπ2 then F1 is isomorphic to F2.

There are therefore a vast number of mutually nonisomorphic Andr´e planes of hyperbolic
flock type and hence a vast number of mutually nonisomorphic hyperbolic flocks of a
hyperbolic quadric in PG(3, K ) for certain fieldsK .

Theorem 4.16
(1) There exist infinitely many finite algebraic extensions of the rationals Q which admit

trivial automorphism groups.
For example, let p be prime and n an integer then xn − p is irreducible and for n

odd, there is exactly one real root which we denote by p1/n. Then Q[ p1/n] has trivial
automorphism group.

(2) For a field K of part(1), there exists a set of integer primes such that square roots and
quotients of distinct square roots are not in K so there exist infinitely many mutually
nonisomorphic quadratic extensions.

(3) For each of the fields K of part(1) and for each quadratic extension of part(2), there
exists a set of nearfield planes whose isomorphism class is in1-1 correspondence with
the dual space of K−/S as a GF(2)-vector space where S is the set of squares of nonzero
elements of K .

Hence, there are infinitely many mutually nonisomorphic nearfield planes of hyper-
bolic flock type which are not Pappian planes.

(4) For each such field K of part(1), there exists an infinite number of mutually noniso-
morphic nonlinear hyperbolic flocks in PG(3, K ) corresponding to nearfield planes.

Proof:

1. Note that the polynomialxn − p has exactly one real root.
2. There exits a setM of square roots of integer primes such that no element or quotient

of two distinct elements are contained in any given fieldQ[ p1/n]. Then it follows that
Q[ p1/n][

√
q] andQ[ p1/n][

√
k] for distinct primesq, k whose square roots are inM are

not isomorphic.
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The proof of(3) follows immediately from(4.14).
For each fieldK of part(1), there are infinitely many mutually nonisomorphic quadratic

extensions. For each of these quadratic extensions, there are|K −/S| − 1 non-Pappian and
mutually nonisomorphic nearfield planes. It is easy to verify that|K −/S| > 1 in the situation
under consideration. For example, for aK basis{e, 1} wheree2 = γ a nonsquare inK
then(et + u)σ+1 = u2 − γ t2 is not always a square in any of the fieldsK in question. 2

We may also consider the more general setting where we construct an Andr´e plane of
hyperbolic flock type which is not a nearfield plane. For example, such are always possible
when the dimension ofK −/S is larger than 1. The rather technical isomorphism result is
as follows:

Theorem 4.17 Let6 be a Pappian plane and construct planesπi , i = 1, 2as non-Pappian
Andŕe Bol planes as above with spreads in PG(3, K ). Letπ1 = U1 ∪ R∗

1, be isomorphic to
π2 = U2 ∪ R∗

2 by a collineation g.
Then, without loss of generality, g may be represented in the following form:

(x, y) →
(

xρ

[
a 0
0 1

]
, yρ

[±a 0
0 1

]
d

)
where d is an element of the field extension F coordinatizing6 andρ is an automorphism
of K where xρ = (xρ

1 , xρ

2 ) where xi is in K, i = 1, 2.

And, representing the field elements in the form[u γ t
t u ] for all u, t in K , if ± = + then

a = 1 and if± = − thenγ ρ−1 = a2, and aρ+1 = 1.

Proof: We know that the unreplaced and replacing nets from one plane are either mapped
to the unreplaced and replacing nets respectively or to the replacing and unreplaced nets
respectively.

If the unreplaced net maps to the corresponding unreplaced net then we may use the
argument as above to show that the isomorphism is a collineation of the Pappian plane6

and the existence of the collineation group allows that the collineation be as above where
in this case± = + anda = 1.

If the unreplaced net maps to the corresponding replaced net then we may represent the
isomorphism in the form(x, y) → (xρ A, yρ B) for 2 × 2 K matricesA, B. By following
the argument of(4.7) and we see that if the unreplaced net maps to the corresponding
replacing net then the Eqs. (5) and (6) of(4.7) are changed slightly. Note that, in this case,
the± in the matrices is− and we equate the entries in the image matrix (∗∗) underg as
(1, 1) = −(2, 2) and(1, 2) = −γ (2, 1) (that is,− instead of+). The analogous equations
are then:

(see(5) and(7) of (4.7)): 2ubsρ = sρ t (aγ − a−1(γ ρ − b2)) (10)

and

(see(6) and(8) of (4.7)): 2γ tbsρ = sρu(aγ − a−1(γ ρ − b2)). (11)
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If aγ − a−1(γ ρ − b2) 6= 0 then we obtainu2 = γ t2, a contradiction.
Hence,aγ − a−1(γ ρ − b2) = 0 which forcesb = 0 so thata2 = γ ρ−1. This allows that

we may chooseA = [a 0
0 1]. Sinceg must also map the replacing net into the corresponding

unreplaced net, this shows thatg2 must be a collineation of6. This condition forces
aρ+1 = 1. Since we note that the matrixB = A[−u −γ t

t u ], we have the proof of the result.
2

Corollary 4.18 Assume the conditions of(4.17) and further assume that the field K has
a trivial automophism group. We shall assume the notation previously established.

Then, under an isomorphism, U−
1 maps to U−

1 k and R−
1 = (R−

1 )∗ maps to R−1 k for some
nonzero element k in K−. Note that U−

1 k can be either U−2 or R−
2 .

Proof: We must now havea2 = 1 in (11) of (4.17) so thata = ±1. Recallxσ = x[−1 0
0 1].

Hence the isomorphism either has the form(x, y) → (xσ g
, yd) or (x, y) → (x, yσ g

d)

whereg = 0 or 1. It is easy to check that a componenty = xm will either map to
y = xσ g

md or y = xσ g
mσ d. Sincemσ(1+σ) = m1+σ , the result follows. 2

Corollary 4.19 Let K be a field with trivial automorphism group. Let S denote the
subgroup of nonzero squares of K . Let C(S) = {T where T is any subset of K− which is
closed under multiplication by elements of S}.

The set of isomorphism classes of André planes of hyperbolic flock type obtained from
a given quadratic extension field F of K is in1-1 correspondence with the set of orbits of
C(S) under multiplication by elements of K−.

In particular, if U −
1 , and U−

2 are subgroups such that U−i /S is an index two subgroup
of K−/S for i = 1, 2 then the sets are in distinct orbits. These sets correspond to noniso-
morphic nearfield planes as seen above.

Note that the empty set corresponds to the Pappian plane6∗ obtained from the Pappian
plane6 coordinatized by F by the derivation of all of the André nets defined by the unique
automorphism of the field which fixes K pointwise. The set K− similarly corresponds to6.

Proof: If a set is a group then the image underk is a group only ifk−1 and hencek is in
the original group. 2

5. The flocks of Burn

As mentioned in the introduction, Burn [7] (p. 356) gives an example of a class of Bol
quasifields which are not nearfields. All of these Bol quasifields produce hyperbolic flocks
and are Andr´e quasifields of hyperbolic flock type and thus appear in Sections 3 and 4. We
shall give these examples an interpreted in our notation.

Let K be the fieldQ of rationals. LetF = Q(
√

d) for some nonsquared in Q. Let
p be any prime inQ and write any elementk of Q in the form(−1)β pα pα1

1 pα2
2 · · · pαt

t

where{p, p1, p2, . . . , pt } are distinct primes inQ, β = 0 or 1,α is an integer, andαi is
a nonzero integer fori = 1, 2, . . . , t. Note thatQ− properly contains the subgroupS of
nonzero squares ofQ.
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Consider a componenty = xm of the corresponding Pappian plane coordinatized byF
and letσ denote the unique involutory automorphism which fixesK = Q pointwise.

If k = m1+σ has the representation as above whereαi ≡ 0 mod 2, theny = xm is not
replaced so is inU. If, with respect tok, someα j ≡ 1 mod 2 then replacey = xm by
y = xσ m if and only if α + 6αi ≡ 1 mod 2.

Burn shows that these examples provide Bol quasifields which are not nearfields.
In order to bring these examples into our notation, we first note that if the elementk in

K = Q is a square then each of the exponents in any representation are congruent to 0 mod 2
so that none of the corresponding components are replaced. This is equivalent to requiring
thatS is always contained in the unreplaced setU−. Now assume thatk has representation
so that some exponentα j ≡ 1 mod 2, and further that the sum of the exponents not equal
to the exponent of−1 also is congruent to 1 mod 2. Thenkδ2 must have representation so
that the sum of the exponents not equal to the exponent of−1 also is congruent to 1 mod 2.
In other words, once we agree to replace the Andr´e netRρ then we also must replace the
André netsRρβ2 for all β in K = Q.

Since this type of replacement does not produce groupsU− such thatU−/Sis a subgroup
of K −/S, it follows that these examples do not produce nearfields.

Hence,

Theorem 5.1 The flocks of a hyperbolic quadric of Burn are non nearfield Bol flocks.

6. The flocks of Riesinger

Recently, Riesinger [16] gave some conditions by which a spread in PG(3, K ), K a field,
exists which consists of the union of a set of reguli which share two lines. Furthermore,
Riesinger gives an example whereK is the field of real numbers which is not Pappian. Here
the emphasis is on topological planes and the example constructed gives a 4-dimensional
translation plane with 6-dimensional group.

By Section 2, there is a corresponding flock of a hyperbolic quadric. In Sections 3 and
4, we have constructed many classes of flocks of hyperbolic quadrics all of which are what
might be called Bol flocks in that the corresponding translation planes are Bol planes. And,
all finite hyperbolic flocks are Bol flocks.

In this section, we show that the flocks of Riesinger are not Bol flocks. In order to do this,
we shall translate the construction of Riesinger into the notation developed in Section 2 and
then verify that the required involutions do not exist in the translation plane.

We developed the connections between the translation planes and the flocks algebraically
without the use of the Klein quadric. However, by applying the arguments of Johnson [12]
(Section 4), we may also use a Klein quadric as follows:

We assume that the Klein quadric is given byxox5 − x1x4 + x2x3 = 0 within the
projective 5-space PG(5, K ) given by homogeneous coordinates(xo, x1, x2, x3, x4, x5). If
{e1, e2, e3, e4} is a basis for the underlying 4-dimensional vector space overK , we choose
{e1∧e2, e1∧e3, e1∧e4, e2∧e3, e2∧e4, e3∧e4} as a basis for the underlying 6 -dimensional
vector space overK where∧ denotes exterior product so thatei ∧ ej = −ej ∧ ej .

A component of the formy = x[m1 m2
m3 m4

] = M then corresponds to the point(1, m3, m4,

−m1, −m2, 1M) where1M denotes the determinant ofM .
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The componentx = 0 corresponds to(0, 0, 0, 0, 0, 1).
The flock is obtained from a spread which is a union of reguli sharing two lines in

PG(3, K ) as follows. The theorem stated has been proved in Johnson [12] for the finite
case. The infinite case follows in a similar manner with appropriate changes.

Theorem 6.1 (See [12] (2.7)) Letπ be a translation plane with spread in PG(3, K ), for
K a field. Let the spread consist of a set{Ri | i in λ} of reguli Ri which share two lines.
Embed the spread in PG(5, K ) as a set of decomposable vectors( points) in the associated
vector space V6. Let Q denote the Klein quadric.

Then the reguli Ri correspond to a set of3-spacesπ∗
i in V6 whose polar planesπi all lie

in a 4-space6 such thatπi ∩ π j ∩ Q = φ and∪i in λ(πi ∩ Q) is a hyperbolic quadric
in 6.

Also, {πi ∩ Q | i in λ} is a flock of a hyperbolic quadric in PG(3, K ).

If the components initially have the formx = 0, y = x[v 0
0 v], y = x[ f (t)u g(t)u

u tu ] for all
v, t, u 6= 0 in K then it turns out by following along the arguments in Section 4 of [12] that
the planes have the equations as follows: We may takeλ asK , PG(3, K ) as(x1, x2, x3, x4),

the hyperbolic quadric asx1x4 = x2x3 and the planes asρ: x2 = x3, πt : x1− t x2+ f (t)x3−
g(t)x4 = 0 for all t in K (see Section 2).

In the paper by Riesinger, the Klein quadric is taken using the equationx0x3 + x1x4 +
x2x5 = 0 and a basis for the 6-dimensional space as{e1 ∧ e2, e1 ∧ e3, e1 ∧ e4, e3 ∧ e4, e4 ∧
e2, e2 ∧ e3} but, elements are represented right to left as opposed to left to right.

If we write out the matrixy = x[m1 m2
m3 m4

] = M in terms of this latter basis as(1, 0, m1,

m2) ∧ (0, 1, m3, m4) and represented right to left, we obtain the 6-vector:(−m1, m2, 1M,

m4, m3, 1).

In Riesinger [16] (Satz(3.5) p. 146) (3.5.11), there is a representation of a spread
consisting of a union of reguli sharing two components. Here the fieldK is the field
of real numbers.

The spread as a set of vectors in 6-dimensional vector space over the reals is:

{(0, 0, 1, 0, 0, 0), (0, 0, 0, 0, 0, 1),

(T0( f, g), T1( f, g), T2( f, g), T3( f, g), T4( f, g), T5( f, g)),

for all f, g in the field of real numbers},

where

T0( f, g) = ( f 3 + α f 2g + f g2)/( f 2 + (1 + α)g2),

T1( f, g) = ( f 2g + α f g2 + g3)/( f 2 + (1 + α)g2),

T2( f, g) = ( f 4 + α f 3g + 2 f 2g2 + α f g3 + g4)/( f 2 + (1 + α)g2),

T3( f, g) = − f,

T4( f, g) = −g,

T5( f, g) = 1, whereα is a real number such that|α |< 0.08.
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In our representation, the first two vectors correspond toy = 0 andx = 0 respectively.
Now let g = 0 to obtain the vector( f, 0, f 2, − f, 0, 1). This vector corresponds in our

representation to the componenty = x[− f 0
0 − f ] for all f in the reals.

If g is not 0, let−g = u and− f = ut. If we work out what the form of the vector
becomes, and translate this back to our component representation, we obtain the following
corresponding component:

y = x

[
(t (t2 + αt + 1)/(t2 + 1 + α))u −((t2 + αt + 1)/(t2 + 1 + α))u

u ut

]
for all t, u 6= 0 in the field of real numbers.

We may now apply Theorem(2.1) to obtain the flocks of Riesinger.

Theorem 6.2 Let K be the field of real numbers and letα be a real number of absolute value
less than0.08. Let PG(3, K ) be represented by homogeneous coordinates(x1, x2, x3, x4).
Let x1x4 = x2x3 represent a hyperbolic quadric.

Then the following is a flock Fα of the hyperbolic quadric:
ρ: x2 = x3,

πt : x1 − t x2 + (t (t2 + αt + 1)/(t2 + 1 + α))x3 + ((t2 + αt + 1)/(t2 + 1 + α))x4 = 0,

for all t in K .

Note that whenα = 0, we obtain a linear flock and a corresponding Pappian plane.

Theorem 6.3 A Riesinger translation plane Fα for α 6= 0 does not admit an involutory
collineation interchanging x= 0 and y= 0 with axis y= x (using the notation of(6.2)).

Proof: A collineation which fixesy = x pointwise is linear over the fieldK of real
numbers and if it interchangesy = 0 andx = 0 has the form(x, y) → (y A, x B) where
A, B are 2× 2 matrices with entries inK . Sincey = x is fixed pointwise,A = B.

Assume that a component has the formy = x[ f (t) g(t)
1 t ]. Then the involution maps this

component ontoy = x[ t/1 −g(t)/1
−1/1 f (t)/1 ] where1 denotes the determinant of the indicated

matrix.
The plane admits the collineation

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1


which maps the latter component ontoy = x[−t g(t)

1 − f (t)]. Hence, it follows that

f (− f (t)) = −t andg(− f (t)) = g(t) for all t in K .

In the planes in question, we have

f (t) = t (t2 + αt + 1)/(t2 + α + 1)
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and

g(t) = −(t2 + αt + 1)/(t2 + α + 1).

Let t = 1 so thatf (1) = (2+ α)/(2+ α) = 1. Then f (−1) = −(2− α)/(2+ α) = −1
if and only if 2α = 0 if and only ifα = 0. 2

Theorem 6.4 The nonlinear flocks of Riesinger are not Bol flocks.

Proof: By Riesinger [16](3.5.13), the full collineation group of the associated translation
plane leaves the set of components{x = 0 andy = 0} invariant. Hence, if the translation
plane is a Bol plane, it is a Bol plane with respect to the infinite points(0) and(∞). And,
by the theorem of Burn, for each component, there is an involutory central collineation
interchanging these two points with axis the given component. Taking the component to
bey = x, the form for the Bol quasifield is as represented in the previous Section 3 and so
there is an involution of the form(x, y) → (y, x). However, we have seen that this cannot
represent a collineation1. 2

7. Infinite flocks of quadric sets

In this article, we have constructed infinite nonlinear flocks of hyperbolic quadrics in
PG(3, K ) for K an infinite field. It is also possible to construct infinite nonlinear flocks of
quadratic cones and infinite nonlinear flocks of elliptic quadrics in PG(3, K ).

For example, the reader might like to consult De Clerck and Van Maldeghem [8], Jha-
Johnson [11], and Biliotti-Johnson [4] for results about and constructions of infinite flocks
of quadratic cones.

By Thas [17] for even order, and Orr [15] for odd order, there can be no nonlinear finite
flocks of elliptic quadrics in PG(3, q). However, Dembowski [9] gives an example of a
nonlinear flock of an elliptic quadric in PG(3, R) where R is the field of real numbers.
Also, this example is generalized in Biliotti-Johnson [5].
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