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Abstract. Let � denote a distance-regular graph with diameter D ≥ 3, valency k, and intersection numbers
ai , bi , ci . Let X denote the vertex set of � and fix x ∈ X . Let � denote the vertex-subgraph of � induced on the
set of vertices in X adjacent x . Observe � has k vertices and is regular with valency a1. Let η1 ≥ η2 ≥ · · · ≥ ηk

denote the eigenvalues of � and observe η1 = a1. Let � denote the set of distinct scalars among η2, η3, . . . , ηk .
For η ∈ � let multη denote the number of times η appears among η2, η3, . . . , ηk . Let λ denote an indeterminate,
and let p0, p1, . . . , pD denote the polynomials in R[λ] satisfying p0 = 1 and

λpi = ci+1 pi+1 + (ai − ci+1 + ci )pi + bi pi−1 (0 ≤ i ≤ D − 1),

where p−1 = 0. We show

1 +
∑
η∈�
η �=−1

pi−1(η̃)

pi (η̃)(1 + η̃)
multη ≤ k

bi
(1 ≤ i ≤ D − 1),

where we abbreviate η̃ = −1−b1(1+η)−1. Concerning the case of equality we obtain the following result. Let T =
T (x) denote the subalgebra of MatX (C) generated by A, E∗

0 , E∗
1 , . . . , E∗

D , where A denotes the adjacency matrix of
� and E∗

i denotes the projection onto the i th subconstituent of � with respect to x . T is called the subconstituent
algebra or the Terwilliger algebra. An irreducible T -module W is said to be thin whenever dimE∗

i W ≤ 1 for
0 ≤ i ≤ D. By the endpoint of W we mean min{i |E∗

i W �= 0}. We show the following are equivalent: (i) Equality
holds in the above inequality for 1 ≤ i ≤ D − 1; (ii) Equality holds in the above inequality for i = D − 1; (iii)
Every irreducible T -module with endpoint 1 is thin.
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1. Introduction

In this paper � will denote a distance-regular graph with diameter D ≥ 3, valency k,
and intersection numbers ai , bi , ci (see Section 2 for formal definitions). We recall the
subconstituent algebra of �. Let X denote the vertex set of � and fix a “base vertex”
x ∈ X . Let T = T (x) denote the subalgebra of MatX (C) generated by A, E∗

0 , E∗
1 , . . . , E∗

D ,
where A denotes the adjacency matrix of � and E∗

i denotes the projection onto the i th
subconstituent of � with respect to x . The algebra T is called the subconstituent algebra (or
Terwilliger algebra) of � with respect to x [28]. Observe T has finite dimension. Moreover
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T is semi-simple; the reason is each of A, E∗
0 , E∗

1 , . . . , E∗
D is symmetric with real entries,

so T is closed under the conjugate-transpose map [16, p. 157]. Since T is semi-simple, each
T -module is a direct sum of irreducible T -modules.

In this paper, we are concerned with the irreducible T -modules that possess a certain
property. In order to define this property we make a few observations. Let W denote an irre-
ducible T -module. Then W is the direct sum of the nonzero spaces among E∗

0 W, E∗
1 W, . . . ,

E∗
DW . There is a second decomposition of interest. To obtain it we make a definition. Let

k = θ0 > θ1 > · · · > θD denote the distinct eigenvalues of A, and for 0 ≤ i ≤ D let Ei

denote the primitive idempotent of A associated with θi . Then W is the direct sum of the
nonzero spaces among E0W, E1W, . . . , EDW . If the dimension of E∗

i W is at most 1 for
0 ≤ i ≤ D then the dimension of Ei W is at most 1 for 0 ≤ i ≤ D [28, Lemma 3.9]; in
this case we say W is thin. Let W denote an irreducible T -module. By the endpoint of W
we mean min{i | 0 ≤ i ≤ D, E∗

i W �= 0}. There exists a unique irreducible T -module with
endpoint 0 [19, Proposition 8.4]. We call this module V0. The module V0 is thin; in fact E∗

i V0

and Ei V0 have dimension 1 for 0 ≤ i ≤ D [28, Lemma 3.6]. For a detailed description of
V0 see [9, 19]. In this paper, we are concerned with the thin irreducible T -modules with
endpoint 1.

In order to describe the thin irreducible T -modules with endpoint 1 we define some
parameters. Let � = �(x) denote the vertex-subgraph of � induced on the set of vertices
in X adjacent x . The graph � has k vertices and is regular with valency a1. Let η1 ≥ η2 ≥
· · · ≥ ηk denote the eigenvalues of the adjacency matrix of �. We call η1, η2, . . . , ηk the
local eigenvalues of � with respect to x . We mentioned � is regular with valency a1 so
η1 = a1 and ηk ≥ −a1 [3, Proposition 3.1]. The eigenvalues η2, η3, . . . , ηk satisfy another
bound. To give the bound we use the following notation. For any real number η other than
−1 we define

η̃ = −1 − b1(1 + η)−1.

By [27, Theorem 1] we have θ̃1 ≤ ηi ≤ θ̃D for 2 ≤ i ≤ k. We remark θ̃1 < −1 and θ̃D ≥ 0,
since θ1 > −1 and a1 − k ≤ θD < −1 [25, Lemma 2.6]. Let W denote a thin irreducible
T -module with endpoint 1. Observe E∗

1 W is a 1-dimensional eigenspace for E∗
1 AE∗

1 ; let η

denote the corresponding eigenvalue. As we will see, η is one of η2, η3, . . . , ηk . We call η

the local eigenvalue of W . Let W ′ denote an irreducible T -module. Then W ′ and W are
isomorphic as T -modules if and only if W ′ is thin with endpoint 1 and local eigenvalue η

[31, Theorem 12.1].
Let W denote a thin irreducible T -module with endpoint 1 and local eigenvalue η. The

structure of W is described as follows [22, 31]. First assume η = θ̃ j , where j = 1 or
j = D. Then the dimension of W is D − 1. For 0 ≤ i ≤ D, E∗

i W is zero if i ∈ {0, D},
and has dimension 1 if i �∈ {0, D}. Moreover Ei W is zero if i ∈ {0, j}, and has dimension
1 if i �∈ {0, j}. Next assume η is not one of θ̃1, θ̃D . Then the dimension of W is D. For
0 ≤ i ≤ D, E∗

i W is zero if i = 0, and has dimension 1 if 1 ≤ i ≤ D. Moreover Ei W is
zero if i = 0, and has dimension 1 if 1 ≤ i ≤ D. For a more complete description of the
thin irreducible T -modules with endpoint 1 we refer the reader to [22, 31]. More general
information on T and its modules can be found in [6–10, 12–14, 17–21, 24, 26, 28, 32].
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In the present paper we obtain a finite sequence of inequalities involving the intersection
numbers and local eigenvalues of �. We show equality is attained in each inequality if and
only if every irreducible T -module with endpoint 1 is thin. We now state our inequalities. To
do this we define some polynomials. Let λ denote an indeterminate, and let R[λ] denote the
R-algebra consisting of all polynomials in λ that have real coefficients. Let p0, p1, . . . , pD

denote the polynomials in R[λ] satisfying p0 = 1 and

λpi = ci+1 pi+1 + (ai − ci+1 + ci )pi + bi pi−1 (0 ≤ i ≤ D − 1),

where p−1 = 0. One significance of these polynomials is that

pi (A) = A0 + A1 + · · · + Ai (0 ≤ i ≤ D),

where A0, A1, . . . , AD are the distance matrices of �. Let � denote the set of distinct scalars
among η2, η3, . . . , ηk . For η ∈ �, let multη denote the number of times η appears among
η2, η3, . . . , ηk . We show

1 +
∑
η∈�

multη = k, 1 +
∑
η∈�

η �=−1

multη
1 + η̃

= 0,

1 +
∑
η∈�

η �=−1

multη
(1 + η̃)2

= k

b1
.

Our first main result is the inequality

1 +
∑
η∈�

η �=−1

pi−1(η̃)

pi (η̃)(1 + η̃)
multη ≤ k

bi
(1)

for 1 ≤ i ≤ D − 1. We remark on the terms in (1). Let η denote an element in � other than
−1. We mentioned above that θ̃1 ≤ η ≤ θ̃D . If θ̃1 ≤ η < −1 then η̃ ≥ θ1, and in this case
pi (η̃) > 0 for 0 ≤ i ≤ D − 1 [31, Lemma 4.5]. If −1 < η ≤ θ̃D then η̃ ≤ θD , and in this
case (−1)i pi (η̃) > 0 for 0 ≤ i ≤ D − 1 [31, Lemma 4.5]. In either case, the coefficient of
multη in (1) is positive for 1 ≤ i ≤ D − 1.

Our second main result concerns the case of equality in (1). We prove the following
are equivalent: (i) Equality holds in (1) for 1 ≤ i ≤ D − 1; (ii) Equality holds in (1) for
i = D − 1; (iii) Every irreducible T -module with endpoint 1 is thin.

Our two main results are found in Theorems 13.5 and 13.6.

2. Preliminaries concerning distance-regular graphs

In this section we review some definitions and basic concepts concerning distance-regular
graphs. For more background information we refer the reader to [1, 4, 23] or [28].
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Let X denote a nonempty finite set. Let MatX (C) denote the C-algebra consisting of
all matrices whose rows and columns are indexed by X and whose entries are in C. Let
V = C

X denote the vector space over C consisting of column vectors whose coordinates
are indexed by X and whose entries are in C. We observe MatX (C) acts on V by left
multiplication. We endow V with the Hermitean inner product 〈 , 〉 defined by

〈u, v〉 = ut v̄ (u, v ∈ V ), (2)

where t denotes transpose and − denotes complex conjugation. As usual, we abbreviate
‖u‖2 = 〈u, u〉 for all u ∈ V . For all y ∈ X, let ŷ denote the element of V with a 1 in the y
coordinate and 0 in all other coordinates. We observe {ŷ | y ∈ X} is an orthonormal basis
for V . The following formula will be useful. For all B ∈ MatX (C) and for all u, v ∈ V ,

〈Bu, v〉 = 〈u, B̄t
v〉. (3)

Let � = (X, R) denote a finite, undirected, connected graph, without loops or multiple
edges, with vertex set X and edge set R. Let ∂ denote the path-length distance function
for �, and set D = max{∂(x, y) | x, y ∈ X}. We refer to D as the diameter of �. Let
x, y denote vertices of �. We say x, y are adjacent whenever xy is an edge. Let k denote
a nonnegative integer. We say � is regular with valency k whenever each vertex of � is
adjacent to exactly k distinct vertices of �. We say � is distance-regular whenever for all
integers h, i, j (0 ≤ h, i, j ≤ D) and for all vertices x, y ∈ X with ∂(x, y) = h, the
number

ph
i j = |{z ∈ X | ∂(x, z) = i, ∂(z, y) = j}| (4)

is independent of x and y. The integers ph
i j are called the intersection numbers of �. We ab-

breviate ci = pi
1i−1 (1 ≤ i ≤ D), ai = pi

1i (0 ≤ i ≤ D), and bi = pi
1i+1 (0 ≤ i ≤ D − 1).

For notational convenience, we define c0 = 0 and bD = 0. We note a0 = 0 and c1 = 1.
For the rest of this paper we assume � is distance-regular with diameter D ≥ 3.
By (4) and the triangle inequality,

ph
1 j = 0 if |h − j | > 1 (0 ≤ h, j ≤ D). (5)

Observe � is regular with valency k = b0, and that ci + ai + bi = k for 0 ≤ i ≤ D.
Moreover bi > 0 (0 ≤ i ≤ D − 1) and ci > 0 (1 ≤ i ≤ D). For 0 ≤ i ≤ D we abbreviate
ki = p0

i i , and observe

ki = |{z ∈ X | ∂(x, z) = i}|, (6)

where x is any vertex in X . Apparently k0 = 1 and k1 = k. By [1, p. 195] we have

ki = b0b1 · · · bi−1

c1c2 · · · ci
(0 ≤ i ≤ D). (7)
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The following formula will be useful [4, Lemma 4.1.7]:

p1
i,i+1 = b1b2 · · · bi

c1c2 · · · ci
(0 ≤ i ≤ D − 1). (8)

We recall the Bose-Mesner algebra of �. For 0 ≤ i ≤ D let Ai denote the matrix in MatX (C)
with xy entry

(Ai )xy =
{

1, if ∂(x, y) = i

0, if ∂(x, y) �= i
(x, y ∈ X ).

We call Ai the i th distance matrix of �. For notational convenience we define Ai = 0 for
i < 0 and i > D. We abbreviate A = A1 and call this the adjacency matrix of �. We
observe

A0 = I, (9)
D∑

i=0

Ai = J, (10)

Āi = Ai (0 ≤ i ≤ D), (11)

At
i = Ai (0 ≤ i ≤ D),

Ai A j =
D∑

h=0

ph
i j Ah (0 ≤ i, j ≤ D), (12)

where I denotes the identity matrix and J denotes the all 1’s matrix. Let M denote the
subalgebra of MatX (C) generated by A. We refer to M as the Bose-Mesner algebra of �.
Using (9) and (12) one can readily show A0, A1, . . . , AD form a basis for M. By [4, p. 45],
M has a second basis E0, E1, . . . , ED such that

E0 = |X |−1 J, (13)
D∑

i=0

Ei = I, (14)

Ē i = Ei (0 ≤ i ≤ D), (15)

Et
i = Ei (0 ≤ i ≤ D), (16)

Ei E j = δi j Ei (0 ≤ i, j ≤ D). (17)

We refer to E0, E1, . . . , ED as the primitive idempotents of �. We call E0 the trivial
idempotent of �.

We recall the eigenvalues of �. Since E0, E1, . . . , ED form a basis for M, there exist
complex scalars θ0, θ1, . . . , θD such that A = ∑D

i=0 θi Ei . Combining this with (17) we find
AEi = Ei A = θi Ei for 0 ≤ i ≤ D. Using (11), (15) we find θ0, θ1, . . . , θD are in R.

Observe θ0, θ1, . . . , θD are distinct since A generates M. By [3, Proposition 3.1], θ0 = k
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and −k ≤ θi ≤ k for 0 ≤ i ≤ D. Throughout this paper we assume E0, E1, . . . , ED are
indexed so that θ0 > θ1 > · · · > θD. We refer to θi as the eigenvalue of � associated with
Ei . We call θ0 the trivial eigenvalue of �. For 0 ≤ i ≤ D let mi denote the rank of Ei . We
refer to mi as the multiplicity of Ei (or θi ). By (13) we find m0 = 1. Using (14)–(17) we
readily find

V = E0V + E1V + · · · + ED V (orthogonal direct sum). (18)

For 0 ≤ i ≤ D, the space Ei V is the eigenspace of A associated with θi . We observe the
dimension of Ei V is equal to mi .

We record a fact about the eigenvalues θ1, θD .

Lemma 2.1 ([25, Lemma 2.6]) Let � = (X, R) denote a distance-regular graph with
diameter D ≥ 3 and eigenvalues θ0 > θ1 > · · · > θD. Then
(i) −1 < θ1 < k,

(ii) a1 − k ≤ θD < −1.

Later in this paper we will discuss polynomials in one variable. We will use the following
notation. We let λ denote an indeterminate, and we let R[λ] denote the R-algebra consisting
of all polynomials in λ that have coefficients in R.

3. Two families of polynomials

Let � = (X, R) denote a distance-regular graph with diameter D ≥ 3. In this section we
recall two families of polynomials associated with �. To motivate things, we recall by (5)
and (12) that

AAi = bi−1 Ai−1 + ai Ai + ci+1 Ai+1 (0 ≤ i ≤ D), (19)

where b−1 = 0 and cD+1 = 0. Let f0, f1, . . . , fD denote the polynomials in R[λ] satisfying
f0 = 1 and

λ fi = bi−1 fi−1 + ai fi + ci+1 fi+1 (0 ≤ i ≤ D − 1), (20)

where f−1 = 0. Let i denote an integer (0 ≤ i ≤ D). The polynomial fi has degree i , and
the coefficient of λi is (c1c2 · · · ci )−1. Comparing (19) and (20) we find fi (A) = Ai .

We now recall some polynomials related to the fi . Let p0, p1, . . . , pD denote the poly-
nomials in R[λ] satisfying

pi = f0 + f1 + · · · + fi (0 ≤ i ≤ D). (21)

Let i denote an integer (0 ≤ i ≤ D). The polynomial pi has degree i , and the coefficient
of λi is (c1c2 · · · ci )−1. Moreover pi (A) = A0 + A1 + · · · + Ai . Setting i = D in this and
using (10) we find pD(A) = J .
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We record several facts for later use.

Lemma 3.1 ([22, Theorem 3.2]) Let � = (X, R) denote a distance-regular graph with
diameter D ≥ 3. Let the polynomials p0, p1, . . . , pD be from (21). Then p0 = 1 and

λpi = ci+1 pi+1 + (ai − ci+1 + ci )pi + bi pi−1 (0 ≤ i ≤ D − 1),

where p−1 = 0.

Lemma 3.2 ([31, Lemma 4.5]) Let � = (X, R) denote a distance-regular graph with
diameter D ≥ 3 and eigenvalues θ0 > θ1 > · · · > θD. Let the polynomials pi be from (21).
Then the following (i)–(iv) hold for all θ ∈ R.

(i) If θ > θ1 then pi (θ ) > 0 for 0 ≤ i ≤ D.
(ii) If θ = θ1 then pi (θ ) > 0 for 0 ≤ i ≤ D − 1 and pD(θ ) = 0.

(iii) If θ < θD then (−1)i pi (θ ) > 0 for 0 ≤ i ≤ D.
(iv) If θ = θD then (−1)i pi (θ ) > 0 for 0 ≤ i ≤ D − 1 and pD(θ ) = 0.

4. The subconstituent algebra and its modules

In this section we recall some definitions and basic concepts concerning the subconstituent
algebra and its modules. For more information we refer the reader to [6, 9, 10, 21, 22, 24, 28].

Let � = (X, R) denote a distance-regular graph with diameter D ≥ 3. We recall the dual
Bose-Mesner algebra of �. For the rest of this section, fix a vertex x ∈ X. For 0 ≤ i ≤ D
we let E∗

i = E∗
i (x) denote the diagonal matrix in MatX (C) with yy entry

(E∗
i )yy =

{
1, if ∂(x, y) = i

0, if ∂(x, y) �= i
(y ∈ X ). (22)

We call E∗
i the i th dual idempotent of � with respect to x. We observe

D∑
i=0

E∗
i = I, (23)

Ē∗
i = E∗

i (0 ≤ i ≤ D), (24)

E∗t
i = E∗

i (0 ≤ i ≤ D), (25)

E∗
i E∗

j = δi j E∗
i (0 ≤ i, j ≤ D). (26)

Using (23), (26), we find E∗
0 , E∗

1 , . . . , E∗
D form a basis for a commutative subalgebra

M∗ = M∗(x) of MatX (C). We call M∗ the dual Bose-Mesner algebra of � with respect to
x. We recall the subconstituents of �. From (22) we find

E∗
i V = span {ŷ | y ∈ X, ∂(x, y) = i} (0 ≤ i ≤ D). (27)
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By (27) and since {ŷ | y ∈ X} is an orthonormal basis for V we find

V = E∗
0 V + E∗

1 V + · · · + E∗
D V (orthogonal direct sum). (28)

Combining (27) and (6) we find

dim E∗
i V = ki (0 ≤ i ≤ D). (29)

We call E∗
i V the ith subconstituent of � with respect to x .

We recall how M and M∗ are related. By [28, Lemma 3.2] we find

E∗
h Ai E∗

j = 0 if and only if ph
i j = 0 (0 ≤ h, i, j ≤ D). (30)

Combining (30) and (5) we find

E∗
i AE∗

j = 0 if |i − j | > 1 (0 ≤ i, j ≤ D), (31)

E∗
i A j E∗

1 = 0 if |i − j | > 1 (0 ≤ i, j ≤ D). (32)

Let T = T (x) denote the subalgebra of MatX (C) generated by M and M∗. We call T the
subconstituent algebra of � with respect to x [28]. We observe T has finite dimension.
Moreover T is semi-simple; the reason is T is closed under the conjugate-transponse map
[16, p. 157].

We now consider the modules for T . By a T-module we mean a subspace W ⊆ V such
that BW ⊆ W for all B ∈ T . We refer to V itself as the standard module for T . Let W
denote a T -module. Then W is said to be irreducible whenever W is nonzero and W contains
no T -modules other than 0 and W. Let W, W ′ denote T -modules. By an isomorphism of
T -modules from W to W ′ we mean an isomorphism of vector spaces σ : W → W ′ such
that

(σ B − Bσ )W = 0 for all B ∈ T . (33)

The modules W, W ′ are said to be isomorphic as T -modules whenever there exists an
isomorphism of T -modules from W to W ′.

Let W denote a T -module and let W ′ denote a T -module contained in W . Using (3) we
find the orthogonal complement of W ′ in W is a T -module. It follows that each T -module
is an orthogonal direct sum of irreducible T -modules. We mention any two nonisomorphic
irreducible T -modules are orthogonal [9, Lemma 3.3].

Let W denote an irreducible T -module. Using (23)–(26) we find W is the direct sum of
the nonzero spaces among E∗

0 W, E∗
1 W, . . . , E∗

DW . Similarly using (14)–(17) we find W
is the direct sum of the nonzero spaces among E0W, E1W, . . . , EDW . If the dimension of
E∗

i W is at most 1 for 0 ≤ i ≤ D then the dimension of Ei W is at most 1 for 0 ≤ i ≤ D
[28, Lemma 3.9]; in this case we say W is thin. Let W denote an irreducible T -module.
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By the endpoint of W we mean min{i | 0 ≤ i ≤ D, E∗
i W �= 0}. We adopt the following

notational convention.

Definition 4.1 Throughout the rest of this paper we let � = (X, R) denote a distance-
regular graph with diameter D ≥ 3, valency k, intersection numbers ai , bi , ci , Bose-Mesner
algebra M , and eigenvalues θ0 > θ1 > · · · > θD . For 0 ≤ i ≤ D we let Ei denote the
primitive idempotent of � associated with θi . We let V denote the standard module for �.
We fix x ∈ X and abbreviate E∗

i = E∗
i (x) (0 ≤ i ≤ D), M∗ = M∗(x), T = T (x). We define

si =
∑
y∈X

∂(x,y)=i

ŷ (0 ≤ i ≤ D). (34)

5. The T-module V0

With reference to Definition 4.1, there exists a unique irreducible T -module with endpoint
0 [19, Proposition 8.4]. We call this module V0. The module V0 is described in [9, 19]. We
summarize some details below in order to motivate the results that follow.

The module V0 is thin. In fact each of Ei V0, E∗
i V0 has dimension 1 for 0 ≤ i ≤ D. We

give two bases for V0. The vectors E0 x̂, E1 x̂, . . . , ED x̂ form a basis for V0. These vectors
are mutually orthogonal and ‖Ei x̂‖2 = mi |X |−1 for 0 ≤ i ≤ D. To motivate the second
basis we make some comments. For 0 ≤ i ≤ D we have si = Ai x̂ , where si is from (34).
Moreover si = E∗

i δ, where δ = ∑
y∈X ŷ. The vectors s0, s1, . . . , sD form a basis for V0.

These vectors are mutually orthogonal and ‖si‖2 = ki for 0 ≤ i ≤ D. With respect to the
basis s0, s1, . . . , sD the matrix representing A is




a0 b0 0

c1 a1 b1

c2 · ·
· · ·

· · bD−1

0 cD aD




. (35)

The basis E0 x̂, E1 x̂, . . . , ED x̂ and the basis s0, s1, . . . , sD are related as follows. For 0 ≤
i ≤ D we have si = ∑D

h=0 fi (θh)Eh x̂, where the fi are from (20).
We define the matrix ϕ0. Let V ⊥

0 denote the orthogonal complement of V0 in V . Observe

V = V0 + V ⊥
0 (orthogonal direct sum).

Let ϕ0 denote the matrix in MatX (C) such that ϕ0 − I vanishes on V0 and such that ϕ0

vanishes on V ⊥
0 . In other words ϕ0 is the orthogonal projection from V onto V0. For all

y ∈ X we have

ϕ0 ŷ = k−1
i si , (36)
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where i = ∂(x, y). To see (36) observe k−1
i si is contained in V0. Moreover ŷ − k−1

i si is
orthogonal to each of s0, s1, . . . , sD and hence is contained in V ⊥

0 .

6. The local eigenvalues

A bit later in this paper we will consider the thin irreducible T -modules with endpoint 1.
In order to discuss these we recall some parameters known as the local eigenvalues.

Definition 6.1 With reference to Definition 4.1, we let � = �(x) denote the graph (X̆ , R̆),
where

X̆ = {y ∈ X | ∂(x, y) = 1},
R̆ = {yz | y, z ∈ X̆ , yz ∈ R}.

We observe � is the vertex-subgraph of � induced on the set of vertices in X adjacent x . The
graph � has exactly k vertices, where k is the valency of �. Also, � is regular with valency
a1. We let Ă denote the adjacency matrix of �. The matrix Ă is symmetric with real entries;
therefore Ă is diagonalizable with all eigenvalues real. We let η1 ≥ η2 ≥ · · · ≥ ηk denote
the eigenvalues of Ă. We mentioned � is regular with valency a1 so η1 = a1 and ηk ≥ −a1

[3, Proposition 3.1]. We call η1, η2, . . . , ηk the local eigenvalues of � with respect to
x .

For notational convenience we make the following definition.

Definition 6.2 With reference to Definition 4.1, we let � denote the set of distinct scalars
among η2, η3, . . . , ηk , where the ηi are from Definition 6.1. For η ∈ R we let multη denote
the number of times η appears among η2, η3, . . . , ηk . We observe multη �= 0 if and only if
η ∈ �.

With reference to Definition 4.1, we consider the first subconstituent E∗
1 V . By (29) the

dimension of E∗
1 V is k. Observe E∗

1 V is invariant under the action of E∗
1 AE∗

1 . To illuminate
this action we observe that for an appropriate ordering of the vertices of �,

E∗
1 AE∗

1 =
(

Ă 0

0 0

)
,

where Ă is from Definition 6.1. Apparently the action of E∗
1 AE∗

1 on E∗
1 V is essentially the

adjacency map for �. In particular the action of E∗
1 AE∗

1 on E∗
1 V is diagonalizable with

eigenvalues η1, η2, . . . , ηk . We observe the vector s1 from (34) is contained in E∗
1 V . Using

(35) we find s1 is an eigenvector for E∗
1 AE∗

1 with eigenvalue a1. Let v denote a vector in
E∗

1 V . We observe the following are equivalent: (i) v is orthogonal to s1; (ii) Jv = 0; (iii)
E0v = 0; (iv) E∗

0 Av = 0; (v) ϕ0v = 0. Let U denote the orthogonal complement of s1 in
E∗

1 V . We observe U has dimension k − 1. Using (3) we find U is invariant under E∗
1 AE∗

1 .
Apparently the restriction of E∗

1 AE∗
1 to U is diagonalizable with eigenvalues η2, η3, . . . , ηk .
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For η ∈ R let Uη denote the set consisting of those vectors in U that are eigenvectors for
E∗

1 AE∗
1 with eigenvalue η. We observe Uη is a subspace of U with dimension multη. We

emphasize the following are equivalent: (i) multη �= 0; (ii) Uη �= 0; (iii) η ∈ �. By (3) and
since E∗

1 AE∗
1 is symmetric with real entries we find

U =
∑
η∈�

Uη (orthogonal direct sum). (37)

In Definition 6.1 we mentioned η1 = a1 and ηk ≥ −a1. We now recall some addi-
tional bounds satisfied by the local eigenvalues. To state the result we use the following
notation.

Definition 6.3 With reference to Definition 4.1, for all z ∈ R ∪ ∞ we define

z̃ =




−1 − b1

1 + z
, if z �= −1, z �= ∞

∞, if z = −1

−1, if z = ∞.

(38)

We observe ˜̃z = z for all z ∈ R ∪ ∞. By Lemma 2.1 neither of θ1, θD is equal to −1, so
θ̃1 = −1 − b1(1 + θ1)−1 and θ̃D = −1 − b1(1 + θD)−1. By the data in Lemma 2.1 we have
θ̃1 < −1 and θ̃D ≥ 0.

Lemma 6.4 ([27, Theorem 1]) With reference to Definitions 4.1 and 6.1, we have θ̃1 ≤
ηi ≤ θ̃D for 2 ≤ i ≤ k.

We remark on the case of equality in the above lemma.

Lemma 6.5 ([5, Theorem 5.4, 22, Theorem 8.5]) With reference to Definition 4.1, let v

denote a nonzero vector in U. Then (i)–(iii) hold below.
(i) The vector E0v is zero and each of E2v, E3v, . . . , ED−1v is nonzero.

(ii) E1v = 0 if and only if v ∈ Uθ̃1
.

(iii) EDv = 0 if and only if v ∈ Uθ̃D
.

Corollary 6.6 With reference to Definition 4.1, let v denote a nonzero vector in U. Then
(i), (ii) hold below.
(i) If v ∈ Uθ̃1

or v ∈ Uθ̃D
then Mv has dimension D − 1.

(ii) If v /∈ Uθ̃1
and v /∈ Uθ̃D

then Mv has dimension D.

Proof: By (18) and since E0, E1, . . . , ED form a basis for M , we find Mv has an orthog-
onal basis consisting of the nonvanishing vectors among E0v, E1v, . . . , EDv. Applying
Lemma 6.5 we find that in case (i) exactly two of these vectors are zero. Similarly in case
(ii) exactly one of these vectors is zero. The result follows.

The following equations will be useful.
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Lemma 6.7 With reference to Definition 4.1, the following (i)–(iii) hold.
(i) 1 + ∑

η∈� multη = k.

(ii) 1 + ∑
η∈�,η �=−1

multη
1+η̃

= 0.

(iii) 1 + ∑
η∈�,η �=−1

multη
(1+η̃)2 = k

b1
.

Proof:

(i) There are k − 1 elements in the sequence η2, η3, . . . , ηk .
(ii) Each diagonal entry of Ă is zero so the trace of Ă is zero. Recall η1, η2, . . . , ηk

are the eigenvalues of Ă so
∑k

i=1 ηi = 0. By this and since η1 = a1 we have a1 +∑
η∈� η multη = 0. In this equation, write each η in terms of η̃ using Definition 6.3 to obtain

the result.
(iii) Recall � is regular with valency a1, so each diagonal entry of Ă

2
is a1. Apparently

the trace of Ă
2

is ka1, so
∑k

i=1 η2
i = ka1. By this and since η1 = a1 we have a2

1 +∑
η∈� η2 multη = ka1. Proceeding as in (ii) above we obtain the result.

7. The local eigenvalue of a thin irreducible T-module with endpoint 1

In this section we make some comments concerning the thin irreducible T -modules with
endpoint 1 and the local eigenvalues.

Definition 7.1 With reference to Definition 4.1, let W denote a thin irreducible T -module
with endpoint 1. Observe E∗

1 W is a 1-dimensional eigenspace for E∗
1 AE∗

1 ; let η denote
the corresponding eigenvalue. We observe E∗

1 W is contained in E∗
1 V and orthogonal to

s1, so E∗
1 W ⊆ Uη. Apparently Uη �= 0 so η ∈ �. We refer to η as the local eigenvalue

of W .

Lemma 7.2 ([31, Theorem 12.1]) With reference to Definition 4.1, let W denote a thin
irreducible T -module with endpoint 1 and local eigenvalue η. Let W ′ denote an irreducible
T -module. Then the following (i), (ii) are equivalent.
(i) W and W ′ are isomorphic as T -modules.

(ii) W ′ is thin with endpoint 1 and local eigenvalue η.

Lemma 7.3 With reference to Definition 4.1, for all η ∈ R we have

Uη ⊇ E∗
1 Hη, (39)

where Hη denotes the subspace of V spanned by all the thin irreducible T -modules with
endpoint 1 and local eigenvalue η.

Proof: Observe E∗
1 Hη is spanned by the E∗

1 W , where W ranges over all thin irreducible
T -modules with endpoint 1 and local eigenvalue η. For all such W the space E∗

1 W is
contained in Uη by Definition 7.1. The result follows.
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We remark on the dimension of the right-hand side in (39). To do this we make a
definition.

Definition 7.4 With reference to Definition 4.1, and from our discussion below (33), the
standard module V can be decomposed into an orthogonal direct sum of irreducible T -
modules. Let W denote an irreducible T -module. By the multiplicity with which W appears
in V , we mean the number of irreducible T -modules in the above decomposition which are
isomorphic to W . We remark that this number is independent of the decomposition.

Definition 7.5 With reference to Definition 4.1, for all η ∈ R we let µη denote the
multiplicity with which W appears in the standard module V , where W denotes a thin
irreducible T -module with endpoint 1 and local eigenvalue η. If no such W exists we set
µη = 0.

Theorem 7.6 ([31, Theorem 12.6]) With reference to Definition 4.1, for all η ∈ R the
following scalars are equal:
(i) The scalar µη from Definition 7.5.

(ii) The dimension of E∗
1 Hη, where Hη is from Lemma 7.3.

Moreover

multη ≥ µη. (40)

We consider the case of equality in (39) and (40).

Theorem 7.7 ([31, Theorem 12.9]) With reference to Definition 4.1, the following (i)–(iii)
are equivalent.

(i) Equality holds in (39) for all η ∈ R.
(ii) Equality holds in (40) for all η ∈ R.

(iii) Every irreducible T -module with endpoint 1 is thin.

In summary we have the following.

Corollary 7.8 With reference to Definition 4.1, suppose every irreducible T -module with
endpoint 1 is thin. Then for all η ∈ � there exists a thin irreducible T -module with endpoint
1 and local eigenvalue η. The multiplicity with which this module appears in V is equal to
multη. Up to isomorphism there are no further irreducible T -modules with endpoint 1.

8. The space Mv for v ∈ E∗
1 V

With reference to Definition 4.1, let η denote a scalar in � and let v denote a nonzero vector
in Uη. We seek a criterion which determines when v is contained in E∗

1 Hη, where Hη is from
Lemma 7.3. Our criterion is Corollary 12.6. In order to develop this criterion we consider
the space Mv. We begin by constructing a useful orthogonal basis for Mv.
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As we proceed in this section, we will encounter scalars of the form pi (η̃) appearing in
the denominator of some rational expressions. To make it clear these scalars are nonzero,
we begin with the following result.

Lemma 8.1 With reference to Definition 4.1, let η denote a real number.
(i) If θ̃1 < η < −1 then η̃ > θ1. If −1 < η < θ̃D then η̃ < θD. In either case pi (η̃) �= 0

for 0 ≤ i ≤ D.
(ii) If η = θ̃1 then η̃ = θ1. If η = θ̃D then η̃ = θD. In either case pi (η̃) �= 0 for 0 ≤ i ≤ D−1

and pD(η̃) = 0.

Proof: Combine Definition 6.3 and Lemma 3.2.

Definition 8.2 With reference to Definition 4.1, let η denote a real number (θ̃1 ≤ η ≤ θ̃D)
and let v denote a vector in Uη. We define the vectors v0, v1, . . . , vD−1 as follows.

(i) Suppose η �= −1. Then

vi =
i∑

h=0

ph(η̃)

pi (η̃)

ki bi

khbh
ph(A)v (0 ≤ i ≤ D − 1). (41)

(ii) Suppose η = −1. Then

vi = pi (A)v (0 ≤ i ≤ D − 1). (42)

(The polynomials pi are from (21).)

Theorem 8.3 With reference to Definition 4.1, let η denote a scalar in � and let v denote
a nonzero vector in Uη. First assume η �= θ̃1, η �= θ̃D. Then the vectors v0, v1, . . . , vD−1

from Definition 8.2 form a basis for Mv. Next assume η = θ̃1 or η = θ̃D. Then vD−1 = 0
and v0, v1, . . . , vD−2 form a basis for Mv.

Proof: For 0 ≤ h ≤ D the polynomial ph has degree exactly h. By this and Definition 8.2
we find that for 0 ≤ i ≤ D − 1 the vector vi = gi (A)v, where gi is a polynomial of degree
exactly i . First assume η �= θ̃1, η �= θ̃D . We show v0, v1, . . . , vD−1 form a basis for Mv. By
Corollary 6.6(ii) we find Mv has dimension D. From this and since A generates M , we find
v, Av, A2v, . . . , AD−1v form a basis for Mv. By this and our initial comment the vectors
v0, v1, . . . , vD−1 form a basis for Mv. Next assume η = θ̃1 or η = θ̃D . Then vD−1 = 0 by
[22, Theorem 9.6]. We show v0, v1, . . . , vD−2 form a basis for Mv. By Corollary 6.6(i) the
space Mv has dimension D − 1, so v, Av, A2v, . . . , AD−2v form a basis for Mv. By this
and our initial comment v0, v1, . . . , vD−2 form a basis for Mv.

The vectors vi from Definition 8.2 are investigated in [22, 31] and a number of results
are obtained. One result we will use is the following.
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Theorem 8.4 ([22, Lemma 10.5, 31, Theorem 10.7]) With reference to Definition 4.1, let
η denote a real number (θ̃1 ≤ η ≤ θ̃D) and let v denote a vector in Uη. Then the vectors
v0, v1, . . . , vD−1 from Definition 8.2 are mutually orthogonal. Moreover the square-norms
of these vectors are given as follows.
(i) Suppose η �= −1. Then

‖vi‖2 = pi+1(η̃)ci+1

pi (η̃)(η̃ + 1)

b1b2 · · · bi

c1c2 · · · ci
‖v‖2 (0 ≤ i ≤ D − 1). (43)

(ii) Suppose η = −1. Then

‖vi‖2 = b1b2 · · · bi

c1c2 · · · ci
‖v‖2 (0 ≤ i ≤ D − 1).

9. The space Mv , continued

With reference to Definition 4.1, let η denote an element in � and let v denote a vector in
Uη. In the last section we used v to define some vectors vi . In this section we consider the
vi from a different point of view.

Lemma 9.1 With reference to Definition 4.1, let v denote a vector in E∗
1 V . Then

E∗
i A jv = 0 if |i − j | > 1 (0 ≤ i, j ≤ D).

Proof: Let i, j be given and assume |i − j | > 1. Observe E∗
i A j E∗

1 = 0 by (32) so
E∗

i A j E∗
1v = 0. Observe E∗

1v = v so E∗
i A jv = 0.

Lemma 9.2 With reference to Definition 4.1, let v denote a vector in E∗
1 V which is

orthogonal to s1. Then
∑D

j=0 E∗
i A jv = 0 for 0 ≤ i ≤ D.

Proof: Observe Jv = 0 so E∗
i Jv = 0. Eliminate J in this expression using (10) to get

the result.

Lemma 9.3 With reference to Definition 4.1, let v denote a vector in E∗
1 V which is

orthogonal to s1. Then

pi (A)v = E∗
i+1 Aiv − E∗

i Ai+1v (0 ≤ i ≤ D − 1). (44)

Moreover pD(A)v = 0.
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Proof: For 0 ≤ i ≤ D − 1 we have

pi (A)v = (A0 + A1 + · · · + Ai )v

= (E∗
0 + E∗

1 + · · · + E∗
D)(A0 + A1 + · · · + Ai )v

=
∑

E∗
r Asv, (45)

where the sum is over all integers r, s such that 0 ≤ r ≤ i + 1, 0 ≤ s ≤ i , and |r − s| ≤ 1.
Cancelling terms in (45) using Lemma 9.2 we obtain (44). Recall pD(A) = J and Jv = 0
so pD(A)v = 0.

Theorem 9.4 With reference to Definition 4.1, let η denote a real number (θ̃1 ≤ η ≤ θ̃D)
and let v ∈ Uη. Then for 0 ≤ i ≤ D −1 the vector vi from Definition 8.2 is given as follows.
(i) Suppose η �= −1. Then

vi = E∗
i+1 Aiv −

i∑
h=1

ph(η̃)

pi (η̃)

ki bi

khbh

(
E∗

h Ah+1v − ph−1(η̃)bh

ph(η̃)ch
E∗

h Ah−1v

)
.

(ii) Suppose η = −1. Then

vi = E∗
i+1 Aiv − E∗

i Ai+1v.

Proof:
(i) On the right-hand side in (41), first eliminate ph(A)v (0 ≤ h ≤ i) using Lemma 9.3,

then rearrange terms, and simplify the result using E∗
0 Av = 0.

(ii) Combine (42) and (44).

Theorem 9.5 With reference to Definition 4.1, let η denote a real number (θ̃1 ≤ η ≤ θ̃D)
and let v ∈ Uη. Let v0, v1, . . . , vD−1 denote the corresponding vectors from Definition 8.2.
(i) Suppose η �= −1. Then for 0 ≤ i ≤ D − 1,

‖vi‖2 = ‖E∗
i+1 Aiv‖2 +

i∑
h=1

p2
h(η̃)

p2
i (η̃)

k2
i b2

i

k2
hb2

h

∥∥∥∥E∗
h Ah+1v − ph−1(η̃)bh

ph(η̃)ch
E∗

h Ah−1v

∥∥∥∥
2

.

(ii) Suppose η = −1. Then for 0 ≤ i ≤ D − 1,

‖vi‖2 = ‖E∗
i+1 Aiv‖2 + ‖E∗

i Ai+1v‖2.

Proof: Take the square-norm in Theorem 9.4 and use (28).

In the next two sections we analyze the formulae in Theorem 9.5. In Section 10 we consider
these formulae when η = θ̃1 or η = θ̃D . In Section 11 we consider these formulae when
θ̃1 < η < θ̃D .
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10. The local eigenvalues θ̃1, θ̃D

In this section we consider the implications of Theorem 9.5 in the case η = θ̃1 or η = θ̃D .
We acknowledge all the results in the present section appear in [22]. Nevertheless, we will
give short proofs to indicate how things follow from Theorem 9.5.

Theorem 10.1 ([22, Lemma 9.4, Theorem 9.6, Theorem 10.5]) With reference to
Definition 4.1, let j = 1 or j = D and define η = θ̃ j . Then for all v ∈ Uη,

E∗
h Ah+1v = ph−1(θ j )bh

ph(θ j )ch
E∗

h Ah−1v (1 ≤ h ≤ D − 1), (46)

E∗
i+1 Aiv =

i∑
h=0

ph(θ j )

pi (θ j )

ki bi

khbh
ph(A)v (0 ≤ i ≤ D − 1), (47)

‖E∗
i+1 Aiv‖2 = pi+1(θ j )ci+1

pi (θ j )(θ j + 1)

b1b2 · · · bi

c1c2 · · · ci
‖v‖2 (0 ≤ i ≤ D − 1). (48)

Moreover both sides of (47) and (48) are 0 for i = D − 1.

Proof: We assume v �= 0; otherwise the result is trivial. Now Uη �= 0 so η ∈ �. We
assume η = θ̃ j so η �= −1 by Definition 6.3. Let the vectors v0, v1, . . . , vD−1 be as in (41),
with η = θ̃ j . Consider the equation in Theorem 9.5(i) for i = D − 1. Recall vD−1 = 0
by Theorem 8.3, so both sides are 0. On the right-hand side each term is nonnegative so
each term is 0. By Lemma 8.1 we find ph(η̃) �= 0 for 1 ≤ h ≤ D − 1. By (7) we have
kD−1bD−1 �= 0. From these comments we obtain

∥∥∥∥E∗
h Ah+1v − ph−1(θ j )bh

ph(θ j )ch
E∗

h Ah−1v

∥∥∥∥
2

= 0 (1 ≤ h ≤ D − 1)

and (46) follows. Evaluating the equation in Theorem 9.4(i) using (41) and (46) we obtain
(47). Evaluating the equation in Theorem 9.5(i) using (43) and (46) we obtain (48). We
mentioned above that vD−1 = 0, and the last assertion of the theorem follows from this.

Theorem 10.2 ([22, Theorem 9.8]) With reference to Definition 4.1, let j = 1 or j = D
and define η = θ̃ j . Then for all nonzero v ∈ Uη, the space Mv is a thin irreducible T -module
with endpoint 1 and local eigenvalue η.

Proof: We first show Mv is a T -module. It is clear Mv is closed under M . We show Mv

is closed under M∗. We assume η = θ̃ j so η �= −1 by Definition 6.3. Let the vectors vi

be as in (41), where η = θ̃ j . By Theorem 8.3 the vectors v0, v1, . . . , vD−2 form a basis for
Mv. From (47) we find

vi = E∗
i+1 Aiv (0 ≤ i ≤ D − 2). (49)
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Combining this with (26) we find Mv is closed under M∗. Recall M and M∗ generate
T so Mv is a T -module. We show Mv is irreducible. From (49) and since the vi form a
basis for Mv, we find v is a basis for E∗

1 Mv. In particular E∗
1 Mv has dimension 1. Since

Mv is a T -module it is a direct sum of irreducible T -modules. It follows there exists an
irreducible T -module W ′ such that W ′ ⊆ Mv and such that E∗

1 W ′ �= 0. We show W ′ = Mv.
Observe E∗

1 W ′ ⊆ E∗
1 Mv, and we mentioned E∗

1 Mv has dimension 1, so E∗
1 W ′ = E∗

1 Mv.
Now apparently v ∈ E∗

1 W ′. Observe W ′ is M-invariant, so Mv ⊆ W ′, and it follows
W ′ = Mv. In particular Mv is irreducible. We mentioned the vectors (49) form a basis
for Mv. It follows E∗

i Mv is 0 for i ∈ {0, D} and has dimension 1 for 1 ≤ i ≤ D − 1.
Apparently Mv is thin with endpoint 1. We mentioned v is a basis for E∗

1 Mv. From the
construction v is an eigenvector for E∗

1 AE∗
1 with eigenvalue η. It follows Mv has local

eigenvalue η.

Corollary 10.3 ([22, Lemma 11.2]) With reference to Definition 4.1, let j = 1 or j = D
and define η = θ̃ j . Then Uη = E∗

1 Hη, where Hη is from Lemma 7.3.

Proof: The inclusion Uη ⊇ E∗
1 Hη is from Lemma 7.3. We now show Uη ⊆ E∗

1 Hη. We
assume Uη �= 0; otherwise the result is trivial. Let v denote a nonzero vector in Uη. We show
v ∈ E∗

1 Hη. By Theorem 10.2 we find Mv is a thin irreducible T -module with endpoint 1
and local eigenvalue η, so Mv ⊆ Hη. Of course v ∈ Mv so v ∈ Hη. From the construction
v ∈ E∗

1 V so v = E∗
1v. It follows v ∈ E∗

1 Hη. We have now shown Uη ⊆ E∗
1 Hη and the

result follows.

11. The local eigenvalues η (θ̃1 < η < θ̃D)

In this section we consider the implications of Theorem 9.5 for the case θ̃1 < η < θ̃D .

Lemma 11.1 With reference to Definition 4.1, let η denote a real number (θ̃1 < η < θ̃D)
and let v ∈ Uη.
(i) Suppose η �= −1. Then for 0 ≤ i ≤ D − 1,

‖E∗
i+1 Aiv‖2 ≤ pi+1(η̃)ci+1

pi (η̃)(η̃ + 1)

b1b2 · · · bi

c1c2 · · · ci
‖v‖2. (50)

(ii) Suppose η = −1. Then for 0 ≤ i ≤ D − 1,

‖E∗
i+1 Aiv‖2 ≤ b1b2 · · · bi

c1c2 · · · ci
‖v‖2. (51)

Proof: Combine Theorems 8.4 and 9.5.

We now consider the case of equality in (50) or (51).
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Lemma 11.2 With reference to Definition 4.1, let η denote a real number (θ̃1 < η < θ̃D)
and let v ∈ Uη. First assume η �= −1. Then for 0 ≤ i ≤ D − 1 the following (i)–(iii) are
equivalent.

(i) Equality holds in (50).

(ii) E∗
h Ah+1v = ph−1(η̃)bh

ph(η̃)ch
E∗

h Ah−1v (1 ≤ h ≤ i).

(iii) E∗
i+1 Aiv =

i∑
h=0

ph(η̃)

pi (η̃)

ki bi

khbh
ph(A)v.

Next assume η = −1. Then for 0 ≤ i ≤ D − 1 the following (i′)–(iii′) are equivalent.
(i′) Equality holds in (51).

(ii′) E∗
i Ai+1v = 0.

(iii′) E∗
i+1 Aiv = pi (A)v.

Proof: First assume η �= −1.

(i)⇒(ii) Let the vector vi be as in (41). We assume equality in (50); combining this with
(43) we find ‖vi‖2 = ‖E∗

i+1 Aiv‖2. Therefore in the equation of Theorem 9.5(i), in the sum
on the right each term is 0. We examine these terms. By Lemma 8.1 we find ph(η̃) �= 0 for
1 ≤ h ≤ i . By (7) we have ki bi �= 0. From these comments we obtain

∥∥∥∥E∗
h Ah+1v − ph−1(η̃)bh

ph(η̃)ch
E∗

h Ah−1v

∥∥∥∥
2

= 0 (1 ≤ h ≤ i)

and the result follows.
(ii)⇒(iii) Evaluate the equation of Theorem 9.4(i) using (41).
(iii)⇒(i). Let the vector vi be as in (41). We assume E∗

i+1 Aiv = vi so ‖E∗
i+1 Aiv‖2 = ‖vi‖2.

Combining this with (43) we obtain equality in (50).

The proof for the case η = −1 is similar, and omitted.

12. Stable vectors

In Lemma 11.1 we obtained a sequence of inequalities. In this section we consider the case
when equality is attained in each of the inequalities. In order to treat this case we make a
definition.

Definition 12.1 With reference to Definition 4.1, let η denote a real number (θ̃1 < η < θ̃D)
and let v ∈ Uη. We define what it means for v to be stable. First assume η �= −1. Then we
say v is stable whenever

E∗
i Ai+1v = pi−1(η̃)bi

pi (η̃)ci
E∗

i Ai−1v (1 ≤ i ≤ D − 1). (52)
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Next assume η = −1. Then we say v is stable whenever

E∗
i Ai+1v = 0 (1 ≤ i ≤ D − 1). (53)

Lemma 12.2 With reference to Definition 4.1, let η denote a real number (θ̃1 < η < θ̃D).
Then the set of stable vectors in Uη is a subspace of Uη.

Proof: Let v denote a stable vector in Uη and let α denote a complex scalar. Then αv is
a stable vector in Uη. Let v′ denote a stable vector in Uη. Then v + v′ is a stable vector in
Uη.

Lemma 12.3 With reference to Definition 4.1, let η denote a real number (θ̃1 < η < θ̃D)
and let v ∈ Uη. If η �= −1 then the following (i)–(iii) are equivalent.

(i) Equality holds in (50) for 0 ≤ i ≤ D − 1.
(ii) Equality holds in (50) for i = D − 1.

(iii) v is stable.
If η = −1 then the following (i′)–(iii′) are equivalent.

(i′) Equality holds in (51) for 0 ≤ i ≤ D − 1.
(ii′) Equality holds in (51) for i = D − 1.

(iii′) v is stable.

Proof: First assume η �= −1.

(i) ⇒ (ii) Clear.
(ii) ⇒ (iii) Observe Lemma 11.2(i) holds at i = D − 1 so Lemma 11.2(ii) holds at

i = D − 1. Therefore (52) holds so v is stable by Definition 2.1.
(iii) ⇒ (i) The vector v is stable so (52) holds. Apparently Lemma 11.2(ii) holds for 0 ≤

i ≤ D − 1 so equality holds in (50) for 0 ≤ i ≤ D − 1.

Now assume η = −1.

(i′) ⇒ (ii′) Clear.
(ii′) ⇒ (iii′) Applying Lemma 11.2(i′),(ii′) at i = D −1, we find E∗

D−1 ADv = 0. We claim

E∗
i Ai+1v = 0 (0 ≤ i ≤ D − 1). (54)

To obtain (54) we use the equation

E∗
i−1 AE∗

i Ai+1 E∗
1 = bi E∗

i−1 Ai E∗
1 (1 ≤ i ≤ D − 1). (55)

To verify (55), observe corresponding entries agree. Indeed for all y, z ∈ X , on either side
of (55) the yz entry is equal to bi if ∂(x, y) = i − 1, ∂(x, z) = 1, ∂(y, z) = i , and 0
otherwise. We now have (55). Applying (55) to v we find

E∗
i−1 AE∗

i Ai+1v = bi E∗
i−1 Aiv (1 ≤ i ≤ D − 1).
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Apparently

E∗
i Ai+1v = 0 → E∗

i−1 Aiv = 0 (1 ≤ i ≤ D − 1)

and (54) follows. Now (53) holds so v is stable by Definition 12.1.
(iii′) ⇒(i′) We show equality holds in (51) for 0 ≤ i ≤ D − 1. Let i be given. We assume
i ≥ 1; otherwise the result is trivial. Observe E∗

i Ai+1v = 0 by (53) and since v is stable.
Applying Lemma 11.2 (i′), (ii′) we find equality holds in (51).

In the next two lemmas we present several more characterizations of the stable condition.

Lemma 12.4 With reference to Definition 4.1, let η denote a real number (θ̃1 < η < θ̃D)
and let v ∈ Uη. If η �= −1 then the following (i)–(i i i) are equivalent.

(i) E∗
i+1 Aiv =

i∑
h=0

ph(η̃)

pi (η̃)

ki bi

khbh
ph(A)v (0 ≤ i ≤ D − 1).

(ii) E∗
D AD−1v =

D−1∑
h=0

ph(η̃)

pD−1(η̃)

kD−1bD−1

khbh
ph(A)v.

(iii) v is stable.
If η = −1 then the following (i′)–(iii′) are equivalent.

(i′) E∗
i+1 Aiv = pi (A)v (0 ≤ i ≤ D − 1).

(ii′) E∗
D AD−1v = pD−1(A)v.

(iii′) v is stable.

Proof: First assume η �= −1.

(i) ⇒ (ii) Clear.
(ii) ⇒ (iii) Observe Lemma 11.2(iii) holds at i = D − 1 so Lemma 11.2(ii) holds at
i = D − 1. Now (52) holds so v is stable by Definition 12.1.
(iii) ⇒ (i) The vector v is stable so (52) holds. Apparently Lemma 11.2(ii) holds for 0 ≤
i ≤ D − 1 so Lemma 11.2(iii) holds for 0 ≤ i ≤ D − 1. The result follows.

Now assume η = −1.

(i′) ⇒ (ii′) Clear.
(ii′) ⇒ (iii′) Observe Lemma 11.2(iii′) holds at i = D − 1 so equality holds in (51) at
i = D − 1. Applying Lemma 12.3(ii′), (iii′) we find v is stable.
(iii′) ⇒ (i′) We show E∗

i+1 Aiv = pi (A)v for 0 ≤ i ≤ D − 1. Let the integer i be given. We
assume i ≥ 1; otherwise the result is trivial. Observe E∗

i Ai+1v = 0 by (53) and since v is
stable. Applying Lemma 11.2(ii′), (iii′) we find E∗

i+1 Aiv = pi (A)v.

Theorem 12.5 With reference to Definition 4.1, let η denote a scalar in � (η �= θ̃1,

η �= θ̃D). Then for all nonzero v ∈ Uη the following (i), (ii) are equivalent.
(i) v is stable.

(ii) v is contained in a thin irreducible T -module with endpoint 1 and local eigenvalue η.



164 TERWILLIGER

Proof: (i) ⇒ (ii): We show Mv is a thin irreducible T -module with endpoint 1 and local
eigenvalue η. We first show Mv is a T -module. It is clear Mv is closed under M . We
show Mv is closed under M∗. Let the vectors v0, v1, . . . , vD−1 be as in Definition 8.2.
By Theorem 8.3 we find v0, v1, . . . , vD−1 is a basis for Mv. We assume v is stable, so by
Lemma 12.4 we find

vi = E∗
i+1 Aiv (0 ≤ i ≤ D − 1). (56)

Combining (56) and (26) we see Mv is closed under M∗. Recall M and M∗ generate T so
Mv is a T -module. We show Mv is irreducible. By (56) and since the vi form a basis for
Mv, we see v is a basis for E∗

1 Mv. In particular E∗
1 Mv has dimension 1. Since Mv is a

T -module it is a direct sum of irreducible T -modules. It follows there exists an irreducible
T -module W ′ such that W ′ ⊆ Mv and such that E∗

1 W ′ �= 0. We show W ′ = Mv. Observe
E∗

1 W ′ ⊆ E∗
1 Mv, and we mentioned E∗

1 Mv has dimension 1, so E∗
1 W ′ = E∗

1 Mv. Now
apparently v ∈ E∗

1 W ′. Observe W ′ is M-invariant, so Mv ⊆ W ′, and it follows W ′ = Mv.
In particular Mv is irreducible. We mentioned the vectors in (56) form a basis for Mv.
It follows E∗

i Mv is 0 for i = 0 and has dimension 1 for 1 ≤ i ≤ D. Apparently Mv is
thin with endpoint 1. We mentioned v is a basis for E∗

1 Mv. From the construction v is an
eigenvector for E∗

1 AE∗
1 with eigenvalue η. It follows Mv has local eigenvalue η.

(ii) ⇒ (i): To show v is stable we apply Lemma 12.4. We show v satisfies Lemma 12.4(i)
if η �= −1 and Lemma 12.4(i′) if η = −1. To do this, let the vectors v0, v1, . . . , vD−1 be as in
Definition 8.2. We show E∗

i+1 Aiv = vi for 0 ≤ i ≤ D −1. By assumption v is contained in
a thin irreducible T -module with endpoint 1 and local eigenvalue η. We denote this module
by W . By (31) we find Aiv is contained in E∗

1 W + · · · + E∗
i+1W for 0 ≤ i ≤ D − 1. Also

for 0 ≤ i ≤ D − 1, vi is a linear combination of v, Av, . . . , Aiv, so vi is contained in
E∗

1 W + · · · + E∗
i+1W . By this and since v0, v1, . . . , vD−1 are linearly independent, we find

v0, v1, . . . , vi is a basis for E∗
1 W + E∗

2 W + · · · + E∗
i+1W (0 ≤ i ≤ D − 1). (57)

For the rest of this proof, fix an integer i(0 ≤ i ≤ D − 1). We show vi is contained in
E∗

i+1W . To see this, recall E∗
1 W, . . . , E∗

DW are mutually orthogonal. Therefore E∗
i+1W

is the orthogonal complement of E∗
1 W + · · · + E∗

i W in E∗
1 W + · · · + E∗

i+1W . Recall
vi is orthogonal to each of v0, v1, . . . , vi−1. By (57) the vectors v0, v1, . . . , vi−1 form a
basis for E∗

1 W + · · · + E∗
i W , so vi is orthogonal to E∗

1 W + · · · + E∗
i W . Apparently vi

is contained in E∗
i+1W , as desired. We show E∗

i+1 Aiv = vi . We mentioned the vector
vi is a linear combination of v, Av, . . . , Aiv. In this combination the coefficient of Aiv is
(c1c2 · · · ci )−1 in view of our comments below (21). Similarly Aiv is a linear combination of
v, Av, . . . , Aiv, and in this combination the coefficient of Aiv is (c1c2 · · · ci )−1. Apparently
Aiv − vi is a linear combination of v, Av, . . . , Ai−1v. From this and our above comments
Aiv − vi is contained in E∗

1 W + · · · + E∗
i W , so E∗

i+1(Aiv − vi ) = 0. We already showed
vi ∈ E∗

i+1W so E∗
i+1vi = vi . Now apparently E∗

i+1 Aiv = vi . We have now shown v satisfies
Lemma 12.4(i) if η �= −1 and Lemma 12.4(i′) if η = −1. Applying that lemma we find v

is stable.
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Corollary 12.6 With reference to Definition 4.1, let η denote a real number (θ̃1 < η < θ̃D).
Then the set of stable vectors in Uη is equal to E∗

1 Hη, where Hη is from Lemma 7.3.

Proof: Assume η ∈ �; otherwise Uη and Hη are both 0. Let U ′
η denote the set of stable

vectors in Uη. We show U ′
η = E∗

1 Hη. We first show U ′
η ⊆ E∗

1 Hη. Assume U ′
η �= 0;

otherwise the result is trivial. Let v denote a nonzero vector in U ′
η. We show v ∈ E∗

1 Hη.
By Theorem 12.5, v is contained in a thin irreducible T -module with endpoint 1 and local
eigenvalue η. This module is contained in Hη so v ∈ Hη. By construction v ∈ E∗

1 V so
v = E∗

1v. It follows v ∈ E∗
1 Hη. We have now shown U ′

η ⊆ E∗
1 Hη. We now show U ′

η ⊇
E∗

1 Hη. Observe E∗
1 Hη is spanned by the E∗

1 W , where W ranges over all thin irreducible
T -modules with endpoint 1 and local eigenvalue η. For all such W the space E∗

1 W is
contained in U ′

η by Theorem 12.5. It follows U ′
η ⊇ E∗

1 Hη. We have now shown U ′
η =

E∗
1 Hη.

13. The main results

In this section we prove the main results of the paper, which are Theorems 13.5 and 13.6.
To prepare for these results we make a definition.

With reference to Definition 4.1, let η denote an element of � and observe

V = Uη + U⊥
η (orthogonal direct sum),

where U⊥
η denotes the orthogonal complement of Uη in V . Let Fη denote the matrix in

MatX (C) such that Fη − I vanishes on Uη and such that Fη vanishes on U⊥
η . In other words

Fη is the orthogonal projection from V onto Uη. We make a few observations about Fη.
We claim Ft

η = F̄η. To see this observe 〈Fηu, v〉 = 〈Fηu, Fηv〉 for all u, v ∈ V . From this
and (2) we find Ft

η = Ft
η F̄η. Taking the conjugate-transpose of this we find F̄η = Ft

η F̄η so
Ft

η = F̄η. Let y denote a vertex in X such that ∂(x, y) �= 1. We claim Fη ŷ = 0. To see this,
observe ŷ is orthogonal to E∗

1 V and Uη ⊆ E∗
1 V so ŷ ∈ U⊥

η . Now Fη ŷ = 0 by the definition
of Fη.

Lemma 13.1 With reference to Definition 4.1, for 0 ≤ i ≤ D − 1 we have

0 =
∑
y∈X

∂(x,y)=1

(
‖E∗

i+1 Ai ŷ‖2 − ‖E∗
i+1 Aiϕ0 ŷ‖2 −

∑
η∈�

‖E∗
i+1 Ai Fη ŷ‖2

)
, (58)

where ϕ0 is from (36).

Proof: In view of (37),

E∗
1 = ϕ0 E∗

1 +
∑
η∈�

Fη. (59)
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Applying E∗
i+1 Ai to each term in (59) we obtain

E∗
i+1 Ai E∗

1 = E∗
i+1 Aiϕ0 E∗

1 +
∑
η∈�

E∗
i+1 Ai Fη. (60)

For all Y, Z ∈ MatX (C) let (Y, Z ) denote the trace of Y Z̄ t . We observe ( ,) is a positive
definite Hermitean form on MatX (C). We claim that in (60) the terms to the right of the
equals sign are mutually orthogonal with respect to ( ,). To see this, observe that for η ∈ �

we have ϕ0 E∗
1 Fη = 0. It follows E∗

i+1 Aiϕ0 E∗
1 and E∗

i+1 Ai Fη are orthogonal with respect
to ( ,). Further observe that for distinct η, η′ ∈ � we have Fη Fη′ = 0 in view of (37). It
follows E∗

i+1 Ai Fη and E∗
i+1 Ai Fη′ are orthogonal with respect to ( ,). We have now shown

that in (60), the terms to the right of the equals sign are mutually orthogonal with respect
to ( ,). It follows

‖E∗
i+1 Ai E∗

1‖2 = ‖E∗
i+1 Aiϕ0 E∗

1‖2 +
∑
η∈�

‖E∗
i+1 Ai Fη‖2, (61)

where we abbreviate ‖Z‖2 = (Z , Z ) for all Z ∈ MatX (C). To obtain (58) from (61) we
observe ‖Z‖2 = ∑

y∈X ‖Z ŷ‖2 for all Z ∈ MatX (C). Evaluating (61) using this we routinely
obtain (58).

In the next few lemmas we evaluate the terms in (58).

Lemma 13.2 With reference to Definition 4.1, let y denote a vertex in X such that
∂(x, y) = 1. Then

‖E∗
i+1 Ai ŷ‖2 = b1b2 · · · bi

c1c2 · · · ci
(0 ≤ i ≤ D − 1). (62)

Proof: Observe E∗
i+1 Ai ŷ = ∑

ẑ, where the sum is over all vertices z ∈ X such that
∂(x, z) = i + 1 and ∂(y, z) = i . There are p1

i,i+1 such vertices, so (62) follows in view of
(8).

Lemma 13.3 With reference to Definition 4.1, let y denote a vertex in X such that
∂(x, y) = 1. Then for 0 ≤ i ≤ D − 1 we have

E∗
i+1 Aiϕ0 ŷ = ci+1k−1si+1, (63)

where si+1 is from (34) and ϕ0 is from (36). Moreover

‖E∗
i+1 Aiϕ0 ŷ‖2 = b1b2 · · · bi

c1c2 · · · ci

ci+1

k
. (64)
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Proof: To get (63) observe ϕ0 ŷ = k−1s1 by (36). Also s1 = Ax̂ , so ϕ0 ŷ = k−1 Ax̂ .
Evaluating the left-hand side of (63) using this, and simplifying the result using (19), we
routinely obtain the right-hand side of (63). We now have (63). To get (64) take the square
norm in (63) and evaluate the result using ‖s j‖2 = k j and (7).

Referring to (58), so far we have evaluated the terms on the left and in the middle. To
evaluate the terms on the right we will use (48), Lemma 11.1, and the following result.

Lemma 13.4 With reference to Definition 4.1, for all η ∈ � we have∑
y∈X

∂(x,y)=1

‖Fη ŷ‖2 = multη. (65)

Proof: We show both sides of (65) equal the trace of Fη. We start with the left-hand
side. Let y denote any vertex in X . Observe the yy entry of Ft

η F̄η is equal to ‖Fη ŷ‖2. We
mentioned earlier Ft

η = Ft
η F̄η. Combining these facts we find the yy entry of Fη is equal to

‖Fη ŷ‖2. Recall Fη ŷ = 0 if ∂(x, y) �= 1. From these comments we find the left-hand side of
(65) is equal to the trace of Fη. We show the right-hand side of (65) is equal to the trace of
Fη. Recall Fη is the orthogonal projection from V onto Uη. Therefore Uη is an eigenspace
for Fη with eigenvalue 1 and U⊥

η is an eigenspace for Fη with eigenvalue 0. Since the trace
of Fη is equal to the sum of its eigenvalues, we see the trace of Fη is equal to the dimension
of Uη. This dimension is just multη. We have now shown the right-hand side of (65) is equal
to the trace of Fη. The result follows.

Evaluating the terms in (58) using our above comments we obtain the following theorem.

Theorem 13.5 With reference to Definition 4.1, for 1 ≤ i ≤ D − 1 we have

1 +
∑
η∈�

η �=−1

pi−1(η̃)

pi (η̃)(1 + η̃)
multη ≤ k

bi
. (66)

(The polynomials pi are from Lemma 3.1 and the scalars η̃ are from Definition 6.3. The set
� and the scalars multη are from Definition 6.2.)

Proof: Let the integer i be given. We evaluate the terms in (58). The terms on the left
are found in Lemma 13.2. The terms in the middle are found in (64). We now consider the
terms on the right. Let y denote a vertex in X such that ∂(x, y) = 1, and pick any η ∈ �. We
evaluate ‖E∗

i+1 Ai Fη ŷ‖2. First suppose η = θ̃1 or η = θ̃D . Then ‖E∗
i+1 Ai Fη ŷ‖2 is obtained

by setting v = Fη ŷ in (48). Next suppose η �= θ̃1 and η �= θ̃D . In this case we obtain an
upper bound for ‖E∗

i+1 Ai Fη ŷ‖2 by setting v = Fη ŷ in Lemma 11.1. Evaluating (58) using
these comments, and simplifying the result using Lemma 13.4, we find

k ≤ ci+1 + mult−1 +
∑
η∈�

η �=−1

pi+1(η̃)ci+1

pi (η̃)(1 + η̃)
multη. (67)



168 TERWILLIGER

We simplify (67) a bit. Let η ∈ � and assume η �= −1. Setting λ = η̃ in Lemma 3.1 we
find

η̃pi (η̃) = ci+1 pi+1(η̃) + (ai − ci+1 + ci )pi (η̃) + bi pi−1(η̃). (68)

Dividing (68) by pi (η̃) we find

pi+1(η̃)ci+1

pi (η̃)
= η̃ − ai + ci+1 − ci − pi−1(η̃)bi

pi (η̃)
. (69)

Evaluating the right-hand side of (67) using (69), and simplifying the result using Lemma 6.7
we routinely obtain (66).

We now consider the case of equality in (66).

Theorem 13.6 With reference to Definition 4.1, the following (i)–(iii) are equivalent.
(i) Equality holds in (66) for 1 ≤ i ≤ D − 1.

(ii) Equality holds in (66) for i = D − 1.

(iii) Every irreducible T -module with endpoint 1 is thin.

Proof: (i)⇒(ii): Clear.
(ii) ⇒ (iii): By Theorem 7.7 it suffices to show equality holds in (39) for all η ∈ R. Let
η be given. We show Uη = E∗

1 Hη. Assume η ∈ �; otherwise Uη and Hη are both 0. We
assume η �= θ̃1, η �= θ̃D; otherwise we are done by Corollary 10.3. By the construction
Uη ⊇ E∗

1 Hη; we show Uη ⊆ E∗
1 Hη. Since Uη = FηV , and since the vectors {ŷ | y ∈ X}

span V , it suffices to show Fη ŷ ∈ E∗
1 Hη for all y ∈ X . Let the vertex y be given. We assume

Fη ŷ �= 0; otherwise the result is trivial. Observe ∂(x, y) = 1; otherwise Fη ŷ = 0. By
Corollary 12.6 the set E∗

1 Hη consists of all the stable vectors in Uη. To show Fη ŷ ∈ E∗
1 Hη

we show Fη ŷ is stable. To do this we examine the proof of Theorem 13.5. We must have
equality in (67) for i = D − 1. From the discussion above (67), we find that if η �= −1 then
equality holds in (50) for i = D − 1 and v = Fη ŷ. Similarly if η = −1 then equality holds
in (51) for i = D − 1 and v = Fη ŷ. Applying Lemma 12.3 we find Fη ŷ is stable as desired.
(iii) ⇒ (i): We show equality holds in (66) for 1 ≤ i ≤ D − 1. To do this we examine
the proof of Theorem 13.5. Apparently it suffices to show (67) holds with equality for
1 ≤ i ≤ D − 1. Pick any vertex y ∈ X such that ∂(x, y) = 1. Pick any η ∈ � and
assume η �= θ̃1, η �= θ̃D . Recall FηV = Uη so Fη ŷ ∈ Uη. By assumption and Theorem 7.7
we have Uη = E∗

1 Hη. Now apparently Fη ŷ ∈ E∗
1 Hη. By this and Corollary 12.6 we find

Fη ŷ is stable. Suppose for the moment η �= −1. Applying Lemma 12.3(i),(iii) we find
equality holds in (50) for v = Fη ŷ and 1 ≤ i ≤ D − 1. Next suppose η = −1. Applying
Lemma 12.3(i′),(iii′) we find equality holds in (51) for v = Fη ŷ and 1 ≤ i ≤ D − 1.
From these comments and from the discussion above (67), we find equality holds in (67)
for 1 ≤ i ≤ D − 1. It follows equality holds in (66) for 1 ≤ i ≤ D − 1.
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14. An example

We illustrate the results of this paper for the Johnson graph J (D, N ) [4, p. 255]. This graph
is defined as follows. Let D and N denote integers with D ≥ 3 and N > 2D. Let � denote
a set with cardinality N . The Johnson graph J (D, N ) has vertex set consisting of all subsets
of � that have cardinality D. Let y, z denote vertices of J (D, N ). Then y, z are adjacent
in J (D, N ) whenever the cardinality of y ∩ z is D − 1. It is routine to check J (D, N ) is
distance-regular with diameter D and intersection numbers

ci = i2, ai = i(N − 2i), bi = (D − i)(N − D − i)

for 0 ≤ i ≤ D. Since k = b0 we find k = D(N − D). Let θ0 > θ1 > · · · > θD denote the
eigenvalues of J (D, N ). It is known θi = (D − i)(N − D − i) − i for 0 ≤ i ≤ D [4, p.
256]. In particular θ1 = D(N − D) − N and θD = −D. Using this and Definition 6.3 we
find θ̃1 = −2 and θ̃D = N − D − 2.

Let X denote the vertex set of J (D, N ) and fix x ∈ X . We compute the corresponding
set � from Definition 6.2. Let � denote the vertex-subgraph of J (D, N ) induced on the
set of vertices in X adjacent x . One finds � is the Cartesian product of complete graphs
K D × KN−D . Apparently the eigenvalues of � are N − 2 (with multiplicity 1), N − D − 2
(with multiplicity D − 1), D − 2 (with multiplicity N − D − 1), and −2 (with multiplicity
(D − 1)(N − D − 1)). Since the multiplicity of N − 2 as an eigenvalue for � is 1, we find
� consists of the three scalars N − D − 2, D − 2, −2.

In the table below we display the elements η of �. For each η ∈ � we display the scalars
multη and η̃, along with the coefficient of multη from (66).

η multη η̃
pi−1(η̃)

pi (η̃)(1+η̃)

N − D − 2 D − 1 −D i
(D−1)(D−i)

D − 2 N − D − 1 D − N i
(N−D−1)(N−D−i)

−2 (D − 1)(N − D − 1) D(N − D) − N i2

(D−1)(N−D−1)(D−i)(N−D−i)

Using the data in the above table we find equality holds in (66) for 1 ≤ i ≤ D − 1. Let
T = T (x) denote the subconstituent algebra of J (D, N ) with respect to x . Applying The-
orem 13.6 we find all the irreducible T -modules with endpoint 1 are thin. By Corollary 7.8
we find that for all η ∈ � there exists an irreducible T -module with endpoint 1 and local
eigenvalue η. If η = N − D −2 or η = −2 this module has dimension D −1. If η = D −2
this module has dimension D. In all three cases the multiplicity with which this module
appears in the standard module V is equal to multη. Up to isomorphism there are no further
irreducible T -modules with endpoint 1.

For more detail on the irreducible T -modules for J (D, N ) see [30, Example 6.1].



170 TERWILLIGER

15. Directions for further research

In this section we give some suggestions for further research.

Problem 15.1 Investigate the implications of Theorem 13.5 for the case in which � has
at most two elements. For this case the subgraph � from Definition 6.1 is strongly-regular
[4, p. 3].

Problem 15.2 Referring to Definition 4.1, assume � is bipartite. Find results reminiscent
of Theorem 13.5 and Theorem 13.6 that relate the intersection numbers of �, the irreducible
T -modules with endpoint 2, and the eigenvalues of the subgraph �2 = (X̌ , Ř), where

X̌ = {y ∈ X | ∂(x, y) = 2},
Ř = {yz | y, z ∈ X̌ , ∂(y, z) = 2},

and where ∂ denotes the path-length distance function for �. See the work of Curtin [9, 10,
15] for some results in this direction.

Problem 15.3 Referring to the inequality (66), for 2 ≤ i ≤ D − 1 the expression on the
left-hand side does not involve the intersection numbers a j , b j for j ≥ i or the intersection
number c j for j ≥ i + 1. Apparently by that inequality bi is bounded above by an expres-
sion involving the following: (i) k, b1, . . . , bi−1; (ii) c1, c2, . . . , ci ; (iii) the set �; (iv) the
scalars multη (η ∈ �). Use this information to bound the rate of decrease of the sequence
k, b1, b2, . . . , bD−1.

Problem 15.4 Referring to Definition 4.1, suppose there exists at least one irreducible
T -module with endpoint 1 that is not thin. However, let us assume these modules are
“scarce” in the following sense. Let the set � be from Definition 6.2. Fix α ∈ � and
assume equality holds in (39) for all η ∈ �\α. (Compare this with Theorem 7.7.) For
1 ≤ i ≤ D −1 find a lower bound for the right-hand side of (66) minus the left-hand side of
(66).

Problem 15.5 For this problem let mult : R → R denote any function. For η ∈ R let
multη denote the image of η under mult. Let � denote the set of real numbers η such
that multη �= 0. Let � denote a distance-regular graph with diameter D ≥ 3, valency k,
intersection numbers ai , bi , ci and eigenvalues θ0 > θ1 > · · · > θD . We say mult is feasible
for � whenever the following six conditions hold: (i) � is finite; (ii) multη is positive for
η ∈ �; (iii) −a1 ≤ η ≤ a1 for η ∈ �; (iv) θ̃1 ≤ η ≤ θ̃D for η ∈ �; (v) the three equations
of Lemma 6.7 hold; (vi) the inequality (66) holds for 1 ≤ i ≤ D − 1. Let F denote the set
of functions from R to R that are feasible for �. For each vertex of � we get an element of
F by combining Definition 6.1, Definition 6.2, Lemma 6.4, Lemma 6.7, and Theorem 13.5.
In particular F is nonempty. The set F is determined by the intersection numbers of �.
Therefore the condition that F is nonempty gives a feasibility condition on the intersection
numbers of �. The set F is convex. In other words for all pairs of functions mult ∈ F ,
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mult′ ∈ F , and for all α ∈ R such that 0 ≤ α ≤ 1, the function αmult + (1 − α)mult′ is
contained in F . We suggest using linear programming to investigate F [2].
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