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Noncommutative Enumeration in Graded Posets
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Abstract. We define a noncommutative algebra of flag-enumeration functionals on graded posets and show it
to be isomorphic to the free associative algebra on countably many generators. Restricted to Eulerian posets, this
ring has a particularly appealing presentation with kernel generated by Euler relations. A consequence is that even
on Eulerian posets, the algebra is free, with generators corresponding to odd jumps in flags. In this context, the
coefficients of thecd-index provide a graded basis.
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1. Flag enumeration in graded posets

A natural setting for the study of enumeration of flags of faces in polytopes is the fam-
ily of ranked posets, that is, posetsP such that for anyx ∈ P, every maximal chain
a< b< · · · < x has the same number of elements. We assume for convenience that each
suchP is graded, that is, has a unique minimal element0̂ and maximal element̂1. Thus if
x ∈ P has a maximal chain

0̂= x0 < x1 < · · · < xk = x,

we say thatx hasrank k, denotedr (x) = k (and sor (0̂) = 0). Further, we define the rank ofP
to ber (P) := r (1̂). For a graded poset P of rankd + 1 and a subsetS⊂ {1, . . . ,d} =: [d],
we denote byfS(P) the number of flags (i.e., chains) inP having elements with precisely
the ranks inS. Note that the ranks 0 andd+1 are not included here. WhenS= {i, j, . . . , k},
we will often write fi, j,...,k or fi j ...k for f{i, j,...,k}. The functionS 7→ fS(P) is often called
theflag f -vectorof P.

As a principal example, we can takeP to be the lattice of all faces of ad-polytope. Here
fS(P) denotes the number of flags of faces with ranks inS, where the rank of a face is one
more than its dimension, andr (P) = d + 1.

We can viewfS as achain operatoron graded posets. We writef n
S as the operator applied

to posets of rankn, with the convention thatf n
S(P) = 0 if r (P) 6= n. We think of f n

∅ ,
which counts the empty chain, as an operator in its own right, different for each value ofn,
and different from the number 1, even though it takes that value when applied to any rank
n poset. Chain operators for a fixed rank were studied in [3], where all thelinear relations
were derived for the operatorsf d+1

S , S⊂ [d], restricted to face lattices ofd-polytopes or,
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more generally, to all rankd + 1 Eulerian posets. (See also [2].) We consider this case
later.

We first show that there are no linear relations holding forall graded posets. By aform in
chain operators we mean any linear combinationF =∑SαS f n

S with rational coefficients,
wheren is fixed.

Proposition 1.1 As operators on the family of all graded posets of rank n, the chain
operators fnS are linearly independent overQ.

Proof: Suppose the formF =∑αS f n
S vanishes on all graded posets. IfF 6= 0, choose

T ⊂ [n− 1] of maximum cardinality such thatαT 6= 0 and consider the rankn posetPN
T ,

having (in addition tô0 and1̂) N elements of each ranki ∈ T and one element of each
other rankk ∈ [n− 1], wherex < y wheneverr (x)< r (y). Then f n

S(P
N
T ) = N|T∩S|, so

F(PN
T ) is a polynomial inN of degree|T | havingαT as its leading coefficient. ThatF

vanishes identically on graded posets implies thatαT = 0, a contradiction. 2

There are, however, certain nonlinear relations holding among the operatorsf n
S . For

k∈ S⊂ [n − 1], define S[k] := S∩ [k − 1] and S[k] :={i − k | i ∈ S, i > k}. If P is a
poset andx ∈ P, then define the lower and upper intervals defined byx to be Px := {y ∈
P | y≤ x} and Px :={y∈ P | x≤ y}, respectively. We get the following straightforward
relations.

Proposition 1.2 Let P be a rank d poset and S⊂ [d − 1]. Then for any i∈ S, we have

f d
S (P) =

∑
x:r (x)=i

f i
S[i ]
(Px) f d−i

S[i ] (P
x). (1.1)

Based on (1.1), we define theconvolutionof two chain operators by

f d
S f e

T = f d+e
S∪{d}∪(T+d) (1.2)

whereT + d := {i + d | i ∈ T}. This product was first defined by Kalai [14], as a means
of generating new linear inequalities for flagf -vectors of convex polytopes, and studied
further by Meisinger [16].

We call a familyP of graded posetshereditaryif it is closed under taking intervals, that
is, if P ∈ P, then for anyx ≤ y in P, we havePy, Px and therefore [x, y] := Px ∩ Py are
also inP. There are three main hereditary families that will concern us here: all graded
posets, all face lattices of polytopes and all Eulerian posets. Recall that a graded poset is
said to beEulerianif its Möbius functionµ satisfiesµ(x, y) = (−1)r (y)−r (x) for every pair
x ≤ y. See [19] for general background in this area.

We say a linear form on chain operatorsFd = ∑
αS f d

S is nonnegative onP, denoted
Fd ≥ 0, if for any P ∈ P, Fd(P) = ∑αS f d

S (P) ≥ 0. We can similarly define nonposi-
tivity, equality and so on. The following proposition follows easily from Proposition 1.2.
In the caseP is the family of all face posets of polytopes, the first assertion is due to Kalai
[14, Lemma 6.1].
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Proposition 1.3 For any hereditary familyP of graded posets,
(i) the convolution of two nonnegative forms is nonnegative, and

(ii) the convolution of a zero form with any form is a zero form.
If P is the family of all graded posets, then the convolution of two nonzero forms is non-
negative if and only if both are nonnegative or both are nonpositive.

Proposition 1.3 gives us a systematic way of generating new linear conditions from others
already known to hold. It shows that the zero forms form an “ideal” in some sense, while
the nonnegative forms form a “multiplicative cone”. For Eulerian posets, we will see that
this ideal of zero forms is generated by Euler relations.

While Proposition 1.1 shows there are no nontrivial zero forms on all graded posets, there
are nontrivial nonnegative forms on the entire family. For example, ifS⊃ T then fS− fT ≥ 0
for every graded poset. Less trivial perhaps is the inequalityf13− f1− f3+ f2 ≥ 0 that can
be seen to hold for any graded poset of rank at least 4. In [11], the cone of all nonnegative
forms on the family of all graded posets is described by giving the (finite) minimal set of
generators for the closure of the cone spanned by flagf -vectors of all graded posets. Finding
such descriptions for the families of all Eulerian posets and all face lattices of polytopes
or hyperplane arrangements remain interesting open problems. (See [5, 9, 10] for recent
results along these lines.) From the point of view of the algebras discussed in this paper, it
is interesting to note that in the case of all graded posets, the minimal generating set (that
is, the set ofextreme rays) for the cone of nonnegative forms is closed under convolution,
except for a well-defined set of excluded factors (see [11, Theorem 3]).

In §2, we study the algebra structure on the set of chain operators on graded posets and
see it to be the free associative algebraA = Q〈y1, y2, . . .〉 on countably many generators.
In §3, we restrict to the family of all Eulerian posets and see that the algebraAE of chain
operators on these, a quotient ofQ〈y1, y2, . . .〉, is itself isomorphic to the free associative
algebraQ〈y1, y3, y5, . . . , y2k+1, . . .〉.While much of the rest of the paper can be viewed as
a survey, in this algebraic setting, of enumeration theory for Eulerian posets, this result is
new. Its proof bears on algorithmic issues involving the verification of relations inAE . In
§4, we study the components of the flagh-vector as elements inAandAE , deriving recursive
relations between flagh-vectors of different ranks. This leads to a derivation of the Dehn-
Sommerville relations for the flagh-vectors as identities inAE and a relatively simple
derivation of the coefficients of thecd-index of Eulerian posets as elements ofAE . The
section concludes with a discussion of the torich-vector. Section 5 contains a description of
A as the dual algebra to a coalgebra and a discussion of related module structures associated
to posets of simplicial, cubical and simple polyhedra.

The development here extends that of [15]. We are grateful to Richard Ehrenborg, Mike
Stillman and Moss Sweedler for helpful discussions on various parts of this research, and
to Clara Chan, Vesselin Gasharov, G´abor Hetyei, Margaret Readdy and Stephanie Van
Willigenburg for useful comments on earlier versions of this paper.

2. The algebra of chain operators

In this section we letP be the family of all graded posets. Throughout, we letQ be the
field of rational numbers. For eachn > 0, define the vector space overQ of forms on chain
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operators

An :=
{ ∑

S⊂[n−1]

αS f n
S

∣∣ αS ∈ Q

}
.

We have by Proposition 1.1 that dimAn= 2n−1. We setA0=Q. The graded vector space
A := ⊕n≥0 An can be made into a (noncommutative) gradedQ-algebra by means of the
convolution product (1.2). We see first that this algebra has a particularly simple description.

Theorem 2.1 As graded algebras A∼=Q〈y1, y2, . . .〉, the free graded associative algebra
on generators yi , where the degree of yi is taken to be i.

Proof: Define an algebra map

ϕ : Q〈y1, y2, . . .〉 → A (2.1)

by ϕ(yj ) = f j
∅ . By repeated use of (1.2), we can easily see that

f n
i1i2···i k = f i1

∅ f i2−i1
∅ · · · f ik−i k−1

∅ f n−i k
∅ (2.2)

= ϕ(yi1 yi2−i1 · · · yik−i k−1 yn−i k

)
, (2.3)

so the chain operatorsf j
∅ generate all chain operators by convolution (cf. [16, Theorem

3.2]) and thusϕ is onto. That it is one-to-one is a direct consequence of Proposition 1.1.
Homogeneity is clear. 2

We henceforth will consider the algebraA to be identical with the free associative alge-
bra Q〈y1, y2, . . .〉, interchangeably using expressions likeyi yj for f i+ j

i and yi yj (P) for
f i+ j
i (P), and identifying the set{ f n

S | S⊂ [n−1]}with the setMn := {yi1 yi2 · · · yik | k≥ 0,
i1+ i2+ · · · + i k = n} of all degreen monomials iny1, . . . , yn. For completeness, we take
M0 := {1}. Note that|Mn| = 2n−1 whenn ≥ 1.

We consider first the effect of poset duality on the algebraA. Recall that for a posetP,
the dual posetP∗ is defined as having the same underlying set with the reverse partial
order, so thatx ≤P∗ y if and only if y ≤P x. Define the involutionF 7→ F̄ on A
by yi1 · · · yik = yik · · · yi1. It is easy to check that forF ∈ A, F(P∗)= F̄(P). Define
Ai ={F ∈ A | F = (−1)i F̄}, i = 0, 1, and note thatA = A0⊕ A1. We call elements ofA0

and A1 symmetricandantisymmetric, respectively. Symmetric forms are precisely those
taking the same value onP andP∗.

Proposition 2.2 For n ≥ 1, the subspace A0n of degree n symmetric forms on all graded
posets has dimension2n−2+ 2bn/2c−1.

Proof: For anyF ∈ A, we haveF+ F̄ ∈ A0, F− F̄ ∈ A1 and 2F = (F+ F̄)+ (F− F̄).
Thus ifM0

n is the set of symmetric elements ofMn, then the setM0
n ∪ {m+m̄ |m ∈ Mn\M0

n}
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is a basis forA0
n, and so

dim A0
n =

∣∣M0
n

∣∣+ 1

2

(
2n−1− ∣∣M0

n

∣∣) = 2n−2+
∣∣M0

n

∣∣
2
.

It suffices to show that|M0
n | =2bn/2c. To this end, supposem ∈ Mn andm= m̄. Then

m= uyi ū, whereu ∈ M j , for some j = 0, 1, . . . , b n
2c with n= 2 j + i . Thus |M0

n | =
1+ 1+ 2+ · · · + 2bn/2c−1= 2bn/2c. 2

Example 2.3 For n = 4, dimA0
4 = 6 and

A0
4 = span

{
y4, y1y2y1, y4

1, y2
2, y1y3+ y3y1, y1y1y2+ y2y1y1

}
= span

{
f 4
∅ , f 4

13, f 4
123, f 4

2 , f 4
1 + f 4

3 , f 4
12+ f 4

23

}
. (2.4)

3. Enumeration in Eulerian posets

WhenP is a proper hereditary family of graded posets then for a formF ∈ A, it may be
thatF(P) = 0 for all posetsP ∈ P. We letAP denote the set of operators inA considered
as operators onP. Thus the map

ϕP : Q〈y1, y2, . . .〉 → AP (3.1)

as in (2.1) may have a nontrivial kernel,

IP := { f ∈ Q〈y1, y2, . . .〉 | f (P) = 0 for all P ∈ P}.

By Proposition 1.3,IP is a (two-sided) ideal inQ〈y1, y2, . . .〉, the ideal ofvanishing forms
onP. By the convention thatf d

S (P) = 0 if r (P) 6= d, IP is a homogeneous ideal. Thus
theQ-algebraAP of all forms onP is isomorphic toQ〈y1, y2, . . .〉/IP as a graded algebra.
WhenP is the family of all graded posets, we haveIP = 0.

Henceforth, we restrict our attention to the familyE of Eulerian posets and certain
subfamilies. We denote the ideal of vanishing forms on all Eulerian posets byIE and the
algebra of formsQ〈y1, y2, . . .〉/IE by AE . Our first task is to describe the idealIE . To this
end, we recall the so-calledgeneralized Dehn-Sommerville relationsfor Eulerian posets
[3, Theorem 2.1].

Theorem 3.1 Given a rank d Eulerian poset P and subset S⊆ {1, . . . ,d−1}, if {i, k} ⊆
S∪ {0, d}, i < k, and S contains no j such that i< j < k, then

k−1∑
j=i+1

(−1) j−i−1 f d
S∪ j (P)= f d

S (P)(1− (−1)k−i−1). (3.2)

The relations (3.2) are shown in [3] to generate all linear relations on chain operators over
the class of face posets of polytopes, and thus over all Eulerian posets.
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WhenS= ∅, i = 0 andk = d, (3.2) reduces to theEuler relationfor Eulerian posets of
rankd,

f d
∅ − f d

1 + f d
2 − · · · + (−1)d−1 f d

d−1+ (−1)d f d
∅ = 0, (3.3)

which, with f d
i = f i

∅ f d−i
∅ = yi yd−i , can be written as

yd − y1yd−1+ y2yd−2− · · · + (−1)d−1yd−1y1+ (−1)d yd = 0. (3.4)

For d ≥ 1, we defineχd :=∑i+ j=d(−1)i yi yj , where the sum is over alli, j ≥ 0 and we
set y0 = 1 for convenience. This is the element ofA corresponding to the rankd Euler
relation. We callχd the dth Euler form. Note thatχd is homogeneous of degreed. For
example,χ1 = 0,χ2 = 2y2− y2

1 andχ3 = y2y1− y1y2.
The relations (3.2) were derived in [3] directly from the Euler relations for arbitrary

intervals. This has been observed more explicitly in various forms in [14, §6, Remark 7]
and [16, Proposition 3.3]. Perhaps the clearest way to state this dependence is the following.

Proposition 3.2 The two-sided ideal IE of forms in A vanishing on all Eulerian posets is
generated by the Euler formsχd, d ≥ 1.

Proof: This follows by noting that the relations (3.2) are all in the ideal generated by
the relations (3.3). That is, in terms of convolution of chain operators, (3.2) can be written
f i
S[i ]
χk−i f d−k

S[k] = 0. 2

We next show that only the even degree Euler forms are needed to generateIE . This
leads to showing thatAE is essentially the free associative algebra generated by they2n+1,
n ≥ 0, which, in turn, allows an easy computation of its Hilbert series.

Proposition 3.3 For n ≥ 1,

χ2n+1 = −1

2

2n∑
i=1

[yi χ2n+1−i + (−1)i χ2n+1−i yi ].

Therefore, IE = 〈χd, d ≥ 1〉 = 〈χ2n, n ≥ 1〉.

Proof: For n ≥ 1, if r is the expression on the right side, then

−2r =
∑

i+`=2n+1
0<i<2n+1

(yiχ` + (−1)iχ`yi )

=
∑

i+ j+k=2n+1
i>0

((−1) j yi yj yk+ (−1)i+kykyj yi )

=
∑

`+k=2n+1

((−1)`(χ` − y`)yk + (−1)k+`yk(χ` − (−1)`y`))
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= −2
∑

`+k=2n+1

(−1)`y`yk=−2χ2n+1,

where all indices are constrained to be nonnegative unless otherwise noted. 2

Proposition 3.3 enables us to show thatAE is essentially a polynomial algebra in the
odd-degree generators.

Theorem 3.4 There is a graded isomorphism ofQ-algebras

AE ∼= Q〈y1, y3, y5, . . . , y2k+1, . . .〉. (3.5)

Proof: We think of the Euler formχd = χd(y1, . . . , yd) as a polynomial in theyi and
recursively define the following homogeneous elements ofA by substitution:

q2(y1, y2) = y2− 1

2
χ2(y1, y2)

q4(y1, y2, y3, y4) = y4− 1

2
χ4(y1,q2, y3, y4)

...

q2k(y1, y2, . . . , y2k) = y2k − 1

2
χ2k(y1,q2, y3,q4, . . . , y2k−3,q2k−2, y2k−1, y2k)

...

We claim thatq2k is a polynomial in the generatorsy1, y3, . . . , y2k−1 only. This is clear for
k = 1. Supposing it is true fork < n, we can seeq2n involves onlyy1, y3, y5, . . . , y2n−1, y2n,
but the coefficient ofy2n is zero. It follows from the definition that

IE = 〈χ2k | k ≥ 1〉 = 〈y2k − q2k | k ≥ 1〉. (3.6)

We define mapsθ andψ betweenQ〈y1, y3, y5, . . . , y2k+1, . . .〉 and AE as follows. The
map

θ : Q〈y1, y3, y5, . . . , y2k+1, . . .〉 ↪→ A −→ Q〈y1, y2, . . .〉/IE = AE ,

is the restriction of the canonical projectionA→ AE . Note that the mapA→ Q〈y1, y3,

y5, . . .〉 defined byy2i+1 7→ y2i+1 and y2i 7→ q2i has IE in its kernel by (3.6), and so it
extends to a map

ψ : AE = Q〈y1, y2, . . .〉/IE → Q〈y1, y3, y5, . . .〉.

It is clear thatθ andψ are graded homomorphisms withψ ◦ θ = 1 andθ ◦ ψ = 1. 2

As noted earlierIE is a homogeneous ideal; in fact, the elementsχd are homogeneous
generators. ThusAE = Q〈y1, y2, . . .〉/IE is a gradedQ-algebra, and as a vector space over
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Q, AE = Q⊕ AE1⊕ AE2⊕ · · ·⊕ AEd ⊕ · · ·, whereAEd is the set of all degreed elements of
AE . The Hilbert function ofAE is now an easy computation. Recall the Fibonacci numbers
ad defined bya1 = a2 = 1 andai = ai−1+ ai−2, for i ≥ 3.

Corollary 3.5 For d ≥ 1, the dimension of AEd is ad, the d-th Fibonacci number.

Proof: We have graded maps

AEd ↪→ AE ∼= Q〈y1, y3, . . .〉

so by Theorem 3.4,AEd is isomorphic to thed-th graded part ofQ〈y1, y3, . . .〉. Thus a
basis forAEd consists of all degreed words in the odd-degreeyi . Each of these begins with
y2i−1, where 1≤ i ≤ k = b d+1

2 c. It follows that

AEd = y1AEd−1 ⊕ y3AEd−3 ⊕ · · · ⊕ y2k−1AEd+1−2k .

Hence, ford ≥ 2,

dimQ
(
AEd

) = dimQ
(
AEd−1

)+ (dimQ
(
AEd−3

)+ · · · + dimQ
(
AEd+1−2k

))
= dimQ

(
AEd−1

)+ dimQ
(
AEd−2

)
,

while it is clear that dimQ(AE1) = dimQ(AE2) = 1. 2

Using the generating function for the Fibonacci numbers [19], we obtain the Hilbert
series forAE . For completeness, we leta0 = 1.

Corollary 3.6 The Hilbert series for AE is∑
d≥0

dimQ
(
Ad
E
)
td =

∑
d≥0

adtd = 1+ t

1− t − t2
.

We call a subsetS⊂ [d] sparseif d /∈ Sand no{i, i + 1} is a subset ofS. In [3], it was
shown that the set off d+1

S , whereS is a sparse subset of [d], is a basis for the flagf -vector
of Eulerian posets, in the sense that anyf d+1

T is uniquely a linear combination of these.
A shortcoming of the sparse flag numbers is that they are not closed under the product on
A; for example f 3

1 f 3
1 = f 6

134. However, Theorem 3.4 provides a multiplicative basis for
the flag f -vectors of Eulerian posets. We sayS= {i1, . . . , i k} ⊂ [d] hasodd jumpsif for
j = 0, 1, . . . , k, i j+1− i j is odd, where we takei0 = 0 andi k+1 = d + 1.

Corollary 3.7 The flag numbers fd+1
S , where S⊂ [d] has odd jumps, form a multiplica-

tively closed basis for the vector space AE .

As in the case of graded posets, we can consider the set of forms inAE that are invariant
under polarity. As before, we denote byA0

E the subring of symmetric forms on Eulerian
posets, and byA0

Ed
the subspace of those of degreed.
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Corollary 3.8 For d ≥ 0, the subspace A0Ed
of symmetric forms of degree d in AE has

dimension

dimQ
(
A0
Ed

) =


ad + ak

2
if d = 2k

ad + ak+1

2
if d = 2k− 1.

Proof: SinceF ∈ IE if and only if F̄ ∈ IE and, in fact, the Euler forms are themselves
symmetric, the isomorphism (3.5) commutes with the involutionF 7→ F̄ . So it is enough
to determine the dimensions of the symmetric graded components ofQ〈y1, y3, y5, . . . ,

y2k+1, . . .〉.Denote byM̃d andM̃0
d the set of monomials, respectively, symmetric monomials,

of degreed in the odd-degree generatorsy1, y3, y5, . . ..
As before, we have

dim A0
Ed
= ∣∣M̃0

d

∣∣+ 1

2

(
ad −

∣∣M̃0
d

∣∣) = ad +
∣∣M̃0

d

∣∣
2

,

so it suffices to show that|M̃0
d | is equal toak or ak+1, depending on whetherd = 2k or

d = 2k − 1. Indeed, ifm ∈ M̃d with m = m̄ andd = 2k, thenm = uū for u ∈ M̃k,
and so|M̃0

d | = |M̃k| = ak. On the other hand, ifd = 2k − 1, thenm = uyi ū, where
i = 1, 3, 5, . . . ,2k− 1, u ∈ M̃`, and 2̀ + i = 2k− 1. Thus|M̃0

d | =
∑k−1

i=0 ai = ak+1, by
properties of the Fibonacci numbers. 2

Example 3.9 Ford = 4, dimA0
E4
= 1

2(a4+ a2) = 2 and{y4
1, y1y3+ y3y1} (equivalently,

{ f 4
123, f 4

1 + f 4
3 }) is a basis forA0

E4
. For d = 5, dimA0

E5
= 1

2(a5 + a4) = 4 and we
have{y5

1, y1y3y1, y5, y1y1y3+ y3y1y1} (equivalently,{ f 5
1234, f 5

14, f 5
∅ , f 5

12+ f 5
34}) is a basis

for A0
E5

.

Finally, it is of some interest to be able to determine quickly whether two expressions
in A = Q〈y1, y2, . . .〉 represent the same element in the algebraAE . This is equivalent to
determining whether an element ofA lies in the Euler idealIE . By Proposition 3.3 and the
proof of Theorem 3.4, two elementsF,G ∈ A represent the same element ofAE if and
only if they agree after the successive substitutions

y2i 7→ q2i = y2i − 1

2
χ2i , i = k, . . . ,1, (3.7)

wherey2k is the largest even degree variable appearing in eitherF or G. Thus the generators
χ2n constitute aminimal(noncommutative)Gröbner basisfor the idealIE [24, §2.4]. The
result of the substitutions (3.7) in an elementF ∈ Q〈y1, y2, . . .〉 is thenormal formof F ,
an element ofQ〈y1, y3, . . .〉. Implicit in this is an underlying term order on words, which
we take to be first by degree, then lexicographically among words of the same degree.
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4. Flagh-vector, cd-index and torich

In this section we discuss three enumerative invariants of Eulerian posets and derive some
of their properties in the context of the algebraAE .

4.1. The flag h-vector

The flagh-vector is another numerical invariant of graded posets and polytopes (and more
generally of balanced simplicial complexes [2, 18]). For a posetP of rank d, and for
S⊂ [d−1], definehS(P) :=∑T⊆S(−1)|S|−|T | fT (P). The functionS 7→ hS(P), S⊂ [d],
is called theflag h-vectorof P. The relation betweenf andh can be inverted, and for all
S, fS(P) =

∑
T⊆S hT (P).

For polytopes, it follows from topological considerations [18] that the flagh-vector
satisfies the relationshS = hS̄. Since any relations holding for all polytopes must hold
for all Eulerian posets [3], these relations must be consequences of the generalized Dehn-
Sommerville equations (3.2) and so must be derivable as identities in the algebraAE .

As in the case of the flagf -vector, we can consider the flagh-vector to give operators on
graded posets, and hence define elements of the algebraA. If T = {i1, . . . , i k} ⊆ [d − 1],
wherei1 < · · · < i k, we defineyd

T := yi1 yi2−i1 · · · yd−i k . We letyd
∅ := yd. Define the flag-h

operators by

hd
S =

∑
T⊆S

(−1)|S|−|T | f d
T =

∑
T⊆S

(−1)|S|−|T |yd
T , (4.1)

for all S⊆ [d − 1].
ForS⊂ [d], k ∈ [d], recallS[k] = S∩ [k−1] andS[k] = {i −k | i ∈ S, i > k}. Note that

if T = {i1, i2, . . . , i n} andyd
T = yi1 yi2−i1 . . . yd−in = yj1 yj2 . . . yjn , thenyik

T[ik ]
= yj1 . . . yjk

andyd−i k
T [ik ] = yjk+1 . . . yjn .

We begin with the multiplicative formula for the flag-h operators.

Proposition 4.1 If S⊂ [k− 1] and T⊂ [l − 1], then

hk
Shl

T = hk+l
S∪(T+k) + hk+l

S∪{k}∪(T+k). (4.2)

Proof: We show an equivalent equality: forS⊂ [d − 1], k /∈ S,

hd
S+ hd

S∪k = (−1)|S|+1
∑

k∈T⊆S∪k

(−1)|T | f d
T

=
∑

T1⊆S[k]

∑
T2⊆S[k]

(−1)|S[k] |−|T1|(−1)|S
[k] |−|T2| f k

T1
f d−k
T2

= hk
S[k]

hd−k
S[k] . 2

The following relation betweenhd
S andhk

T , k < d, provides a useful inductive tool for
studying the flagh-vector. It appears to be new. In the following, we leth0

∅ = y0 = 1 and
denote by min(T) the least element in the nonempty setT .
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Theorem 4.2 Let S⊆ [d − 1]. Then

hd
S =

∑
i∈S∪{d}

(−1)|S[i ] | hi
∅ hd−i

S[i ] =
∑

i∈S∪{0}
(−1)|S

[i ] | hi
S[i ]

hd−i
∅ .

Proof: From (4.1) we get

hd
S = (−1)|S|yd +

∑
i∈S

yi

∑
T⊆S,min(T)=i

(−1)|S|−|T |yd−i
T [i ]

= (−1)|S|yd +
∑
i∈S

(−1)|S[i ] |yi h
d−i
S[i ]

=
∑

i∈S∪{d}
(−1)|S[i ] |hi

∅h
d−i
S[i ]

The second equality follows similarly. 2

Corollary 4.3 For each S⊆ [d− 1], hd
S= hd

S̄
, S̄= [d− 1]\S, holds as an identity in AE .

Proof: We proceed by induction ond and on|S|. The statement is clear ford = 1. For
|S| = d − 1, it follows from Theorem 4.2 and by induction that

hd
[d−1] =

d∑
j=1

(−1) j−1yj h
d− j
[d− j−1] (4.3)

=
d∑

j=1

(−1) j−1yj h
d− j
∅ (4.4)

= yd − χd = hd
∅. (4.5)

For d > 1, |S| < d − 1 andk /∈ S, we show first that

hd
S− hd

S̄
= hd

S̄\k − hd
S∪k. (4.6)

Indeed, lettingT = S̄\k, we have by Proposition 4.1

hd
S+ hd

S∪k = hk
S[k]

hd−k
S[k]

and

hd
T + hd

T∪k = hk
T[k]

hd−k
T [k] .

SinceS[k] andT[k] are complementary sets in [k−1], we have by induction thathk
S[k]
= hk

T[k]
.

Similarly, hd−k
S[k] = hd−k

T [k] , and therefore

hd
S+ hd

S∪k = hd
T + hd

T∪k,
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which gives (4.6). By induction, the right-hand side of (4.6) is zero, completing the
proof. 2

4.2. Thecd-index

Thecd-index of an Eulerian posetP is a noncommutative polynomial in two variables that
provides an efficient encoding of the flagf -vector or flagh-vector ofP. From the point of
view of the algebraAE , it can be seen as giving an interesting graded basis.

SupposeP is rankd + 1 andS⊆ [d]. Let ui = a if i /∈ S andui = b if i ∈ S. Define
uS = ud

S = u1u2 · · ·ud. It was shown in [6] that if one considers the generating function

8(P) =
∑
S⊆[d]

hS(P)uS, (4.7)

then this is a polynomial inc = a+ b andd = ab+ ba if and only if the generalized
Dehn-Sommerville equations hold forP. Define deg(c) = 1, deg(d) = 2. We can write
8(P) as

8(P) =
∑
w

φw(P)w

where the summation runs over all degreed monomials inc andd; there aread+1 such
monomials. We call thiscd-polynomial8(P) thecd-indexof P.

We derive the existence of thecd-index as a consequence of the Euler relations. One can
consider the expression (4.7) as defining a polynomial8n :=∑S⊂[n−1] hn

Sun−1
S in a andb

with coefficients inQ〈y1, y2, . . .〉, or in AE . Note that8n is bihomogeneous, of degreen
in the yi and of degreen− 1 in a andb. If we let AE 〈a+ b, ab+ ba〉 = AE 〈c, d〉 denote
the ring of all (noncommutative) polynomials inc andd with coefficients inAE , then the
existence of thecd-index is equivalent to the following.

Theorem 4.4 As a polynomial with coefficients in AE , 8n ∈ AE 〈c, d〉.

Before we prove the theorem, we note the straightforward identities,∑
S⊂[k]

(−1)|S|uk
S = (a− b)k, (4.8)

for anyk, and

(a− b)k(b+ (−1)ka) =
{
(c2− 2d)

k
2 c, if k is even, and

−(c2− 2d)
k+1

2 , if k is odd.
(4.9)

The second of these can be found in [21].
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Proof of Theorem 4.4: The proof is by induction onn; note81 = y1 and82 = y2(a+b)
are inAE 〈c, d〉. Using Theorem 4.2 and (4.8) we can write

8n =
∑

S⊆[n−1]

hn
Sun−1

S =
∑

S⊆[n−1]

( ∑
i∈S∪{n}

(−1)|S[i ] |yi h
n−i
S[i ]

)
un−1

S

=
n−1∑
i=1

yi

∑
T⊆[i−1]

(−1)|T |ui−1
T b

∑
V⊆[n−i−1]

hn−i
V un−i−1

V + yn

∑
S⊂[n−1]

(−1)|S|un−1
S

=
n∑

i=1

yi (a− b)i−1b8n−i ,

where we defineb80 = a80 = 1 for convenience.
SincehS = hS̄, we have8n= ∑S hSuS =

∑
S hS̄uS =

∑
S hSuS̄. This means we can

obtain another such formula for8n by changing alla’s into b’s and vice-versa. Therefore,

8n =
n∑

i=1

yi (−1)i−1(a− b)i−1a8n−i .

Adding, we get

28n=
n∑

i=1

yi (a− b)i−1(b+ (−1)i−1a)8n−i . (4.10)

Thus, by (4.9) and the induction hypothesis,8n ∈ AE 〈c, d〉. 2

This proof, while formally different than that of [21, Theorem 1.1] (which operates in the
incidence algebra of a posetP), appears to cover similar ground. This is likely a consequence
of the development in §5.1. We note that (4.10), which is essentially dual to [21, Eq. (11)],
can be used with (4.9) to computecd-indices recursively as elements ofAE 〈c, d〉. As an
illustration, we compute the polynomial83. Recall that the basic relations inAE through
degree 3 are 2y2 = y2

1 andy2y1 = y1y2.

Example 4.5 For rank 3 posets, we get from the definition

83 = y3a2+ (y1y2− y3)ba+ (y2y1− y3)ab+ (y1y1y1− y2y1− y1y2+ y3)b2

= y3(c2− 2d)+ y1y2d = y3c2+ (y1y2− 2y3)d

and soφc2 = y3 andφd = y1y2− 2y3. Alternatively, from (4.10) and (4.9) we get

283 = y1c82− y2(c2− 2d)81+ y3(c2− 2d)c80

= y1y2c2− y2y1(c2− 2d)+ 2y3(c2− 2d).
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4.3. Toric h-vector

Finally, we can easily describe the so-called torich-vector as an element of the polynomial
ring A[x] in one indeterminate overA. We define polynomialshn = hn(x) = ∑n−1

i=0 kn
i xi

andgn = gn(x) =∑b n−1
2 c

i=0 (kn
i − kn

i−1)x
i in A[x] by h0 = g0 = 1, and

hn =
n∑

i=1

gn−i yi (x − 1)i−1, (4.11)

for n > 0. It is easy to see that this definition is equivalent to that given in [20] or [19,
§3.14]. Again,hn(x) is bihomogeneous, of degreen in the yi and degreen− 1 in x.

For example, from (4.11) we geth1 = g0y1 = y1 and

h2 = g1y1+ g0y2(x − 1) = y2x + (y2
1 − y2

)
.

and

h3 = g2y1+ g1y2(x − 1)+ g0y3(x − 1)2

= y3x2+ (y1y2− 2y3)x +
(
y3

1 − y2y1− y1y2+ y3
)
.

Note that the lead term ofhn is alwaysyn. Over AE , h2 andh3 reduce toy2x + y2 and
y3x2+ (y1y2−2y3)x+ y3, respectively. To see that the constant term ofhn always reduces
to yn over AE , observe that by (4.11) and induction, this is equal to

∑n
i=1(−1)i−1gn−i

0 yi =∑n−1
i=1 (−1)i−1yn−i yi + (−1)n−1yn, which equalsyn in AE by (3.4).
To distinguish them from terms of the flagh-vector, we denote the components of the

toric h-vectorby (ĥn
0, . . . , ĥ

n
n−1), whereĥn

i := kn
n−1−i . We have seen that̂hn

i = ĥn
n−1−i

holds in AE when i = 0. In fact, this identity holds inAE for all i since it holds for all
Eulerian posets [19, 3.14.9]. Similarly, it follows from [6, Theorem 7] thatg2k+1

k ∈ A0
E , that

is, g2k+1
k = g2k+1

k (see Corollary 3.8). One advantage of this formulation is that it is clear
from (4.11) that thêhn

i are integer linear combinations of thef n
S [6, Theorem 6]. In fact,

one gets a recursive formulâhn
k =

∑n−1−k
j=0

∑n
i= j+1(−1)i− j−1(

i−1
j )g

n−i
n−1−k− j yi (cf. [4]).

5. Related algebraic structures

There are two algebraic structures related to those discussed so far, one involving coalgebras
studied in a similar context in [12], the other involving modules associated to classes of
Eulerian posets having restrictions on their lower or upper intervals.

5.1. Duality and the associated coalgebras

We discuss first the connection between the algebras studied here to the coalgebras of [12].
We will see that the algebraA can be viewed as the graded dual to the coalgebraQ〈a, b〉.
For the basic definitions of coalgebras we refer to [17] or [23]. ThatA appeared to be the
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dual of some coalgebra was first pointed out to us by Moss Sweedler. The discussion in this
subsection was suggested to us by Richard Ehrenborg and is included here for completeness.

Let C be a coalgebra with coassociative coproduct

1 : C→ C ⊗ C.

We do not assume thatC has a counit. Then the vector space dualC∗ = HomQ(C,Q) is
an algebra (possibly without a unit), with multiplication defined, forf, g ∈ C∗, by

( f ∗ g)(x) =
∑

x

f
(
x(1)

) · g(x(2)). (5.1)

(See [23, Proposition 1.1.1] or [17, Lemma 1.2.2].) Here we use the Sweedler notation
1(x) =∑x x(1) ⊗ x(2) for the coproduct.

Suppose, in addition,C = ⊕
n≥1 Cn is a graded vector space, andC is graded as a

coalgebra, that is,1(Cn) ⊂
⊕

i+ j=n Ci ⊗ Cj . Then ifC∗n is the vector space dual ofCn,
thegradeddual ofC, Cg :=⊕n≥1 C∗n , is a subalgebra ofC∗. Here we have an orthogonal
direct sum, in the sense that iff ∈ C∗k , c ∈ Cm andk 6= m then f (c) = 0.

We are interested in the underlying vector space of the free associative algebraC =
Q〈a, b〉. As in [12], we makeC into a coalgebra (without counit) by defining a coproduct
1 : C→ C ⊗ C by

1(v1 · v2 · · · vn) =
n∑

i=1

v1 · · · vi−1⊗ vi+1 · · · vn,

for an ab-word v1 · v2 · · · vn. For example,1(aba) = 1⊗ ba+ a⊗ a+ ab⊗ 1. As a
coalgebra,C =⊕Cn is graded, whereCn is the span of allab-words of degreen− 1.

We define elementsvn
S = v1 · · · vn−1 ∈ Cn, S⊂ [n− 1], by

vi =
{

b if i ∈ S, and

a− b if i /∈ S.

For fixedn, the elementsvn
S form a Q-basis for the vector spaceCn. The effect of the

coproduct on these elements is straightforward.

Lemma 5.1 For each n and each S⊂ [n− 1],

1
(
vn

S

) =∑
i∈S

vi
S[i ]
⊗ vn−i

S[i ] .

The connection with the algebraA is given by the following.

Proposition 5.2 The graded dual of the coalgebra C is isomorphic to the subalgebra
A+ =⊕n≥1 An as a gradedQ-algebra.
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Proof: Let en
S be a dual basis to the basisvn

S of Cn, i.e., 〈en
S, v

k
T 〉 = δn,k · δS,T . Then by

(5.1) and Lemma 5.1,〈
en

S · ek
T , v

m
R

〉 =∑
i∈R

〈
en

S, v
i
R[i ]

〉 · 〈ek
T , v

n−i
R[i ]

〉
= δn+k,m · [n ∈ R] · 〈en

S, v
n
R[n]

〉 · 〈ek
T , v

k
R[n]

〉
= δn+k,m · [n ∈ R] · δS,R[n] · δT,R[n]

= δn+k,m · δR,S∪{n}∪(T+n) =
〈
en+k

S∪{n}∪(T+n), v
m
R

〉
,

where [n ∈ R] is 1 if n ∈ R and 0 otherwise, showing the mapC→ A+ given byen
S 7→ f n

S
to be an isomorphism ofQ-algebras. 2

Finally, we note that recently Bergeron et al. [7] have shown the algebraAE to be dual
to the peak Hopf algebra of Stembridge [22]. This latter object was introduced in the
seemingly unrelated context of enrichedP-partitions. While posets are a basic part of what
is considered in [22], there is nothing explicitly Eulerian about them.

5.2. Simplicial and cubical quotients

Interesting classes of Eulerian posets are provided by the face lattices of simplicial and
cubical polytopes, that is, polytopes such that every face is, respectively, a simplex or a
cube. From the poset point of view, this condition becomes one on lower intervals and leads
to consideration of certain quotients of the algebraAE by one-sided ideals. To this end, we
consider the following.

A subfamilyP of graded posets is said to belower hereditaryif it is closed under taking
lower intervals, i.e., ifP ∈ P andx ∈ P, thenPx ∈ P. SimilarlyP is upper hereditaryif
Px ∈ P for everyx ∈ P ∈ P. The following is analogous to Proposition 1.3.

Proposition 5.3 Suppose F∈ A is a zero form on a classP of graded posets and G∈ A
is any form. IfP is lower(upper) hereditary, then the form F· G (respectively, G · F) is
also a zero form. Thus the subspace IP ⊂ A of zero forms onP is a right (left) ideal in the
algebra A.

A lower hereditary family of posetsP is said to belower uniformif there areQi ∈ P,
i ≥ 1, with r (Qi ) = i such that for anyP ∈ P and anyx ∈ P, x 6= 1̂, Px ' Qr (x).
Similarly,P is upper uniformif its dual is lower uniform. Thus, for a posetP in a lower
uniform familyP, every ranki proper lower interval ofP is isomorphic toQi . Our primary
examples of lower uniform families of posets are the face posets of simplicial or cubical
polytopes. HereQi is, respectively, the face poset of an(i − 1)-dimensional simplex
or cube. Examples of upper uniform families can be obtained from these by duality. Of
particular interest is the family of face posets of simple polytopes, that is, those whose duals
are simplicial.

Note that forP lower uniform andP ∈ P of rank d, if S = {s1, . . . , sk} ⊂ [d − 1],
s1 < · · · < sk, then f d

S (P) = f sk
S\sk
(Qsk) · f d

sk
(P). Thus for a uniform family of posets,
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the study of chain operators reduces to that of ordinaryf -vectors. This leads us to the
following.

Given constantsci j ∈Q (i, j ≥ 1), alower uniform idealof A is a right idealIU generated
by the elementsyi yj yk − ci j yi+ j yk, i, j, k ≥ 1. Similarly anupper uniform idealis a left
ideal generated by the elementsykyi yj − ci j ykyi+ j . If IU is a uniform ideal, then the
quotientAU := A/(IE + IU ) is a right or left module overA, which we will refer to as a
uniform module. Note that a uniform ideal is always homogeneous and so uniform modules
are always graded.

Proposition 5.4 If AUd is the subspace of degree d elements in some uniform module AU ,

then

dimQ
(
AUd

) ≤ ⌊d + 1

2

⌋
.

Proof: We assumeU is lower uniform and soAU is a rightA-module. Successive appli-
cations of the relationyi yj yk = ci j yi+ j yk to (the last three terms of) a degreed monomial
ending with yk for somek reduce the monomial to a multiple ofyd−kyk. So any two
monomials ending withyk are linearly dependent inAd

U .
By Theorem 3.4, we know that any degreed element inAU can be written as linear com-

bination of monomials ending withy2i−1, i ≤ k = b d+1
2 c. Then by the above observation,

any degreed element inAU is a linear combination ofyd−1y1, yd−3y3, . . . , yd+1−2ky2k−1.
So dimQ(AUd) ≤ b d+1

2 c. 2

Note this bound is not tight in general. Ifci j = 0 for all i, j , then yi yj yk= 0 for all
i, j, k > 0. Thus whend is odd,yd spansAd

U ; hence, dimQ(Ad
U ) = 1 in this case.

For face posets of simpliciald-polytopes, the flagf -vectors are determined by thef -
vectors as noted above; for example, if 1≤ i < j ≤ d, then fi j = (

j
i ) f j . For cubical

polytopes, we have thatfi j = 2 j−i (
j−1
i−1 ) f j . From this, the following is straightforward.

Proposition 5.5 The uniform families of posets consisting of face posets of simplicial,

respectively, cubical polytopes correspond to uniform ideals in AE generated by elements
yi yj yk − ci j yi+ j yk, i, j, k ≥ 1, where

ci j =


(

i + j

i

)
for simplicial polytopes, and

2 j

(
i + j − 1

j

)
for cubical polytopes.

Proposition 5.4 allows us to conclude that the linear span of the flagf -vectors of all
simpliciald-polytopes (or all cubicald-polytopes) has dimension at mostb d+1

2 c. Actually
equality holds in both cases [13], and thus all linear relations on simplicial or cubical
polytopes are spanned by convolutions of linear forms with Euler relations or with the
forms given in Proposition 5.5.

Note that the relation between the simplicial and the cubical constants is suggestive of
the relation between the usual simplicialh-vector and the cubicalh-vector introduced by
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Adin [1]. It would be of interest to find liftings to the flagf -vector of the linear inequalities
given by the nonnegativity of the simplicialg-vector for simplicial convex polytopes (the
generalized lower bound theorem) and the conjectured nonnegativity of the cubicalg-vector
for cubical polytopes (the cubical lower bound conjecture). See [8] for a discussion of these
and other face number inequalities.

References

1. R. Adin, “A new cubicalh-vector,”Discrete Math.157(1996), 3–14.
2. M.M. Bayer and L.J. Billera, “Counting faces and chains in polytopes and posets,”Combinatorics and Algebra,

C. Greene (Ed.), Amer. Math. Soc., Providence, 1984. Contemporary Mathematics, Vol. 34.
3. M.M. Bayer and L.J. Billera, “Generalized Dehn-Sommerville relations for polytopes, spheres and Eulerian

partially ordered sets,”Inventiones Math.79 (1985), 143–157.
4. M.M. Bayer and R. Ehrenborg, “The torich-vector of partially ordered sets,”Trans. Amer. Math. Soc., to

appear.
5. M.M. Bayer and G. Hetyei, “Flag vectors of Eulerian partially ordered sets,”Europ. J. Combinatorics,to

appear.
6. M.M. Bayer and A. Klapper, “A new index for polytopes,”Discrete Comput. Geometry6 (1991), 33–47.
7. N. Bergeron, S. Mykytiuk, F. Sottile, and S. Van Willigenburg, “Non-commutative Pieri operators on posets,”

J. Comb. Theory Ser. A91 (2000).
8. L.J. Billera and A. Bj¨orner, “Face numbers of polytopes and complexes,” inHandbook of Discrete and

Computational Geometry, J.E. Goodman and J. O’Rourke (Eds.), CRC Press, Boca Raton and New York,
1997.

9. L.J. Billera and R. Ehrenborg, “Monotonicity of thecd-index for polytopes,”Math. Z.233(2000), 421–441.
10. L.J. Billera, R. Ehrenborg, and M. Readdy, “Thec-2d-index of oriented matroids,”J. Comb. Theory Ser. A80

(1997), 79–105.
11. L.J. Billera and G. Hetyei, “Linear inequalities for flags in graded posets,”J. Comb. Theory Ser. A89 (2000),

77–104.
12. R. Ehrenborg and M. Readdy, “Coproducts and thecd-index,” J. Alg. Combin.8 (1998), 273–299.
13. B. Grünbaum,Convex Polytopes, John Wiley and Sons, London, 1967.
14. G. Kalai, “A new basis of polytopes,”J. Comb. Theory Ser. A49 (1988), 191–208.
15. N. Liu, Algebraic and Combinatorial Methods for Face Enumeration in Polytopes, Ph.D. Thesis, Cornell

University, Ithaca, NY, May 1995.
16. G. Meisinger,Flag Numbers and Quotients of Convex Polytopes, Dissertation, Universit¨at Passau, 1993.
17. S. Montgomery,Hopf Algebras and Their Actions on Rings, American Mathematical Society, Providence,

RI, 1993. CBMS Regional Conference Series in Mathematics, Vol. 82.
18. R. Stanley, “Balanced Cohen-Macaulay complexes,”Trans. Amer. Math. Soc.249(1979), 139–157.
19. R. Stanley,Enumerative Combinatorics, Vol. 1, The Wadsworth & Brooks/Cole Mathematics Series, Monterey,

California, 1986.
20. R. Stanley, “Generalized h-vectors, intersection cohomology of toric varieties, and related results,”Adv. Stud.

Pure Math.11 (1987), 187–213.
21. R. Stanley, “Flagf -vectors and the cd-index,”Math. Z.216(1994), 483–499.
22. J. Stembridge, “EnrichedP-partitions,”Trans. Amer. Math. Soc.349(1997), 763–788.
23. M. Sweedler,Hopf Algebras, Benjamin, New York, 1969.
24. V.A. Ufnarovskij, “Combinatorial and asymptotic methods of algebra,” inAlgebra VI, A.I. Kostrikin and I.R.

Shafarevich (Eds.), Encyclopaedia of Mathematical Sciences, Vol. 57, Springer, Berlin, New York, 1995.


