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We study the positive solutions to boundary value problems of the form -Au = Af(u); Q,
a(x,u)(0u/on) + [1 — a(x,u)]u = 0; 0Q, where Q is a bounded domain in R” withn > 1, A is
the Laplace operator, A is a positive parameter, f : [0,00) — (0, o) is a continuous function which
is sublinear at oo, 0u/ 07 is the outward normal derivative, and a(x, u) : QxR — [0, 1] is a smooth
function nondecreasing in u. In particular, we discuss the existence of at least two positive radial
solutions for A > 1 when Q is an annulus in R”. Further, we discuss the existence of a double
S-shaped bifurcation curve whenn =1, Q = (0,1), and f(s) = ef*/#*9) with g > 1.

1. Introduction

In this paper, we consider the reaction-diffusion model with nonlinear boundary condition
given by

ur=dAu+ A f(u), Q, (1.1)

da(x,u)g—:; +[1-a(x,u)]Ju=0;, 09, (1.2)

where Q is a bounded domain in R” with n > 1, A is the Laplace operator, A is a positive

parameter, d is the diffusion coefficient, Ou /07 is the outward normal derivative, f : [0,00) —
(0, 00) is a smooth function, and a(x,u) : Q x R — [0, 1] is a smooth function nondecreasing
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in u. The boundary condition (1.2) arises naturally in applications and has been studied by
the authors of [1-4], among others, in particular in the context of population dynamics. Here

u

u—d(0u/on)

a(x,u) = (1.3)

represents the fraction of the substance that u(x) represents that remains at the boundary
when reached. In particular, we will be interested in the study of positive steady state
solutions of (1.1)-(1.2) when d = 1, namely,

-Au=Af(u);, Q, (1.4)

a(x,u)g—z +[1-a(x,u)]Ju=0;, 0Q (1.5)

with f(u) satisfying

(Hl) limuaw(f(u)/u) = 0,
(H2) M :=inf,c[o,00){ f (1)} > 0.

The motivating example for this study comes from combustion theory (see [5-15]) where
f(u) takes the form:

f(u) = P/ P (1.6)

with positive parameter f. When a(x,u) = 0 (Dirichlet boundary condition case) there is
already a very rich history in the literature about positive solutions of (1.4)-(1.5). In particular,
when f(u) = ef*/(+%) and B > 1 the bifurcation diagram of positive solutions is known to be
S-shaped (see [16, 17]). The main purpose of this paper is to extend this study to the nonlinear
boundary condition (1.5), namely, when

u

alxu) =9

(1.7)

on part of the boundary.
Firstly, we discuss the case whenn > 1, Q = {x € R" | R; < |x| £ R} is an annulus in
R", n>1,and

0, |x| = Ry,

a(x,u) = (1.8)

u

—_, =R,.
u+1l ] 2

In Section 2, we show that if (H;) and (H;) both hold, then there exists A* > 0 such
that

(i) for 0 < A < A%, (1.4)-(1.5) has a positive radial solution;

(ii) for A > 1*, (1.4)-(1.5) has at least two positive radial solutions.
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Secondly, we present results for the case whenn =1, Q = (0,1), f(u) = e#/#*"; 3> 0, and

0, x=0,
a(x,u) = u )
—, x=1.
u+1
Thus, we study the nonlinear boundary value problem
—u" = Aef P, x € (0,1),
u(0) = 0, (1.10)
u(1) , u) ]
e 1- 1)=0.
a) <1 )]+[ TOES] R
Clearly, studying (1.10) is equivalent to analyzing the two boundary value problems
—u" = 1P P, x € (0,1),
4(0) 0, (1.11)
u(l) = 0/
A, e
00 (1.12)

u'(1) = -1.

In particular, the positive solutions of (1.11) and (1.12) are the positive solutions of (1.10).
In Section 3 we present Quadrature methods used to completely determine the bifurcation
diagrams of (1.11) and (1.12), respectively. We show that for f large enough, (1.10) has a
double S-shaped bifurcation curve with exactly 6 positive solutions for a certain range of A
(see Figure 1).

2. Existence and Multiplicity Results when Q is an
Annulus in R" and n > 1

Here we consider the existence of positive radial solutions for

-Au=Af(u), Q,

2.1
a(x, u)g—:; +[1-a(x,u)Ju=0, 09Q, &
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Figure 1: Double S-shaped bifurcation curve.

when f : [0,00) — (0, 00) is a continuous function, Q = {x e R" | R; < |x| < Ry, 0 < R; < Ry},
and

a(u) = u ' (2.2)

Then the boundary condition of (2.1) is

u=0 if x| =R,

(2.3)
u a_u+1] =0 if |x| = Ry.
on
Thus to obtain positive solutions for (2.1), we study
-Au=\Af(u) inQ,
(2.4)
u=0 on 09,
-Au=\Af(u) inQ,
u=0 if|x|]=Ry, (2.5)
6_u:_ if |x| = Ry.
o1

The existence of positive solutions of (2.4) follows from [16, 18] in the following theorem.

Theorem 2.1 (see [16, 18]). Assume (Hy). Then (2.4) has a positive radial solution for all A > 0.
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Now we consider radial solutions to the problem (2.5). Let

Ry 1
m=-[ (2.6)
R TV
By applying consecutive changes of variables, r = |x|, s = - erz(l /" N)dr, t = (m - s)/m,

and z(t) = u(r) = u(|x|), (2.5) is equivalently transformed into the problem

—2"(t) = \h() f(z(t) 0<t<1,

20)=0,  Z(1) = b, (2.7)

where
b=-mRi™" >0,

(2.8)
h(t) = m?[r(m(1 - )2V,

Note thath: [0,1] — [0, o0) is continuous function. For details about this transformation, see
[19]. We prove the existence of a positive solution of (2.7) by using the fixed point index in a
cone. This fixed point index is equivalent to the Leray-Schauder degree which means that if

K is a cone in a Banach space E, O is bounded and openinE, 0 € O,and T : KN O - Kis
completely continuous then

i(T,KNO,K) = deg(id “Torr{(Kn 0),0), (2.9)

where r : E — K is an arbitrary retraction (see [20]).

Lemma A (see [21]). Let E be a Banach space, K a cone in E and O bounded open in E. Let 0 € O,
and let T : KN O — K be completely continuous. Suppose that Tx #vx, for all x € K N 0O and all
v > 1. Then

i(T,KNO,K) =1. (2.10)

Define T) : C[0,1] — C[0,1] by
1
Tyz(t) = -bt + )Lj G(t,s)h(s)f (z(s))ds, (2.11)
0

where

t, 0<t<s<l,
G(t,s) = (2.12)
0 .
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Then Ty : C[0,1] — CI0,1] is completely continuous and u is a solution of (2.7) if and only if u is
a fixed point of Ty, that is, T\u = u.

Theorem 2.2. If (Hy) and (H) both hold then (2.7) has a positive solution for all A >
b/M fé sh(s)ds, where b and h(t) are defined as in (2.8).

Proof. Define K := {z € C[0,1] | z(t) > 0, t € [0,1] and z is concave}, then K is a cone in
C[0,1]. Furtherif A > b/M fé sh(s)ds, then T) (K) C K. In fact, if z € K, then it is easy to show
that T)z(0) =0and T, z"(t) <0 fort € [0,1]. Alsoif A > b/M f; sh(s)ds, we have

1
Tyz(1) =-b+ .)LJ‘ sh(s)f(z(s))ds

’ (2.13)

1
> b+ AMI sh(s)ds > 0.
0

Thus T\ (z) € K. B ~
Define f(z) := maxe[oz] f (t). Then f(z) < f(z), f is nondecreasing, and from (H;), we
have

im£@ _ o (2.14)

z—oo Z
Fix py € (0,1/1 f; sh(s)ds). From (2.14), there is m, > 0 such that
fz)<piz Vz>my. (2.15)

Let Oy := {z € C[0,1] | ||zllc < my}. Then O, is bounded and open in C[0,1], 0 € O,, and

T, : KNO, — K is completely continuous. If z € K N 00,, then from monotonicity of f and
(2.15) we have

1
Tyz(t) < AI sh(s) f(z(s))ds
0

1
< Af(mA)I sh(s)ds
0 (2.16)
1
< Apﬂmf sh(s)ds
0
<my = |zl
Thus Tz # vz for all v > 1. Now applying Lemma A, we have
i(T\,KNO,,K) =1, (2.17)

which means that T has a fixed point in K N O0,. Thus Theorem 2.2 is proven. O
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Further, if we additionally assume that

(H3) N := SUP 10,00 {f(u)} < oo, then we can show nonexistence for \ « 1.

Theorem 2.3. If (H3) holds then (2.7) has no positive solution for all A < b/N fé sh(s)ds, where b
and h(t) are defined as in (2.8).

Proof. Suppose that u, is a positive solution of (2.7). Thus,

1
uy(t) = Tauy (f) = —bt + AI G(t, s)h(s) f (uy(s))ds
0

) (2.18)
<-bt+ ANI G(t,s)h(s)ds.
0
Letting t = 1 gives
1
uy(1) <-b+ )LNI sh(s)ds. (2.19)
0
Since u, (t) is positive, we have
1
-b+ ANI sh(s)ds >0 (2.20)
0
or, equivalently,
SR 2.21
T N sh(s)ds 221)
Hence, the theorem is proved. OJ

From Theorems 2.1 and 2.2, we have the following result.

Theorem 2.4. Assume (H;) and (H;). Then
1) if0<A<b/M J’g sh(s)ds, then (2.1) has a positive radial solution;

2)ifA>b/M fé sh(s)ds, then (2.1) has at least two positive radial solutions, where b and
h(t) are defined as in (2.8).

3. Existence of a Double S-Shaped Bifurcation Curve
3.1. A Quadrature Method for (1.11)

In this section, we analyze the positive solutions when Q = (0,1), n = 1, and f(s) = efs/(F+),
The structure of positive solutions for (1.11) is well known for the case n = 1, as well as
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Figure 2: Graph of f(u) when f = 2.

N

Figure 3: Graph of f(u) when f§ = 5.

higher dimensions. It has been studied by authors such as those of [16, 22], among others. For
completeness, we include the Quadrature method developed by Laetsch in [23] to analyze
positive solutions of the n = 1 case, namely,

—u" = PP = A f(u), x€(0,1), (3.1)
u(0) =0, (3.2)
u(1) = 0. (3.3)

Define F(u) = f(’; f(s)ds, the primitive of f(u). Figures 2 and 3 show f(u) plotted
for p = 2 and f = 5, respectively. Notice that f(u) is concave on [0, c0) for g € (0,2]. When
P € (2,00), there exists a pg € [0, 0o) such that f(u) is convex on [0, ) and concave on (p, ).
For all p > 0, f(u) is increasing on [0, oo] and bounded above by the horizonal asymptote,
y = eP. Also, F(u) is shown in Figure 4.

We present the main theorem of this subsection followed by computational results in
the form of bifurcation diagrams.

Theorem 3.1 (see [16]). Let p > 0, then (3.1)—(3.3) has a positive solution, u(x), with ||u||l = p if
and only if G(p) := V2 [§(ds/+/F(p) — F(s)) = v/A for some A > 0.
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F(u)

Figure 4: Graph of F(u) when § = 5.

Proof. Fix p € (0, o0). (=:) Suppose that u(x) is a positive solution to (3.1)—(3.3) with ||u||s, = p.
First note that (3.1) is an autonomous differential equation. Thus, if there exists a xy € (0,1)
such that #'(x¢) = 0 then both v(x) := u(xy + x) and w(x) = u(xp — x) satisfy the initial value
problem,

-Z" = Af(2),
z(0) = u(xo), (3.4)
Z(0)=0

for all x € [0,d) where d = min{xp, 1 — xp}. By Picard’s Existence and Uniqueness Theorem,
u(xo+x) = u(xo—x). Hence, u(x) must be symmetric about xo = 1/2 and #//(x) > 0; x € [0, x]
while #//(x) < 0; x € [x9,1]. Now, multiplying (3.1) by #'(x) yields,

_[[u’(x)]z
2

] = A[F(u(x))]- (3.5)

Integrating throughout (3.5) from x to 1/2, we have,

u(x) = \/27 x € |0 1
= V2L, '3 ) 3.6
F(p) - F(u(x)) [ 2> (50)

Integration of (3.6) from 0 to x gives

= \/2>)Lx, x € [O, %] (3.7)

u(x) ds
fo \VE(p) - F(s)

Using the fact that u(1/2) = p, (3.7) becomes

Glp) =2 |’

ds
———— =V 3.8
VEG@) -F(s) 49
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(&:) Suppose that there exists a A,p € (0,00) such that G(p) = v X. Now, define u :
[0,1/2) — Rby

u(x)
[Pt o

0 4/F(p)-F(s)

We will show that u(x) is a positive solution of (3.1). It follows that the left-hand side of (3.9)
is a differentiable function of u which is strictly increasing from 0 to 1/2 as u increases from
0 to p. Hence, for each x € [0,1/2), there exists a unique u(x) that satisfies

= \/ﬂx. (3.10)

u(x) ds
L \VE(p) - F(s)

By the Implicit Function Theorem, u(x) is differentiable as a function of x. Differentiating
(3.10), we have

u'(x) = \/2)L[F(p) -F(u(x))]; xe [O,%]. (3.11)
Simplifying (3.11) gives

) 2
L e -F)L xe o). (312)

Differentiating (3.12), we have
u'(x) = f(u(x)). (3.13)

Thus, u(x) satisfies the differential equation in (3.1). Also, it is clear that #(0) = 0. Finally,
defining u(x) as a symmetric function on (0, 1), gives a positive solution to (3.1)-(3.3) with
llullo = p and u(0) = 0 = u(1). O

Remark 1 (see [16]). G(p) is well defined and the included improper integral is convergent
since f(p) > 0 and F(u) is strictly increasing. Moreover, G(p) is a continuous and
differentiable function.

Also, analyzing (3.8) the following existence result was established in [16].

Theorem 3.2 (see [16]). Forall >0, (1.11) has at least one positive solution for all A > 0.

3.2. Computational Results for (1.11)

In this subsection, we present the evolution of bifurcation curves for (1.11) suggested by our
computational results. Mathematica was employed to plot G(p) from Theorem 3.1 for various
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Figure 5: A versus p for f = 3.

values of . Our results agree with those of previous authors such as [16], who was first to
present them.

Case 1 (see [16]). If p € (0, fo) (some Py = 4.25) then (1.11) has a unique positive solution for
all A > 0.

Figure 5 gives a typical bifurcation diagram for f € (0, ). Note that the following
tigures are log plots.

Case 2 (see [16]). If p € (Bo, oo) then there exist 1y, A1 > 0 such that if

(1) Ap < A < Ay, then (1.11) has exactly 3 positive solutions;
(2) A = Ap or A = Ay, then (1.11) has exactly 2 positive solutions;
(3) 0 <A < Agor> Ay, then (1.11) has a unique positive solution.

Figure 6 gives a typical bifurcation diagram for € (o, o).

3.3. A Quadrature Method for (1.12)

We will adapt the Quadrature method to analyze solutions of (1.12). Thus we study,

—u" = NeP/ P =\ f(u), x€(0,1), (3.14)
u(0) =0, (3.15)
w'(1) = -1, (3.16)

where \ and f are positive parameters. Again, define F(u) = [; f(s)ds, the primitive of f(u).

Using a similar argument to the one before, if there exists a xo € (0,1) such that #'(xp) = 0

then u(x) is symmetric about xo. Now, assume that u(x) is a positive solution of (3.14)—(3.16)

with p := |lulle = u(xo) for some xq € (0,1) such that #/(xg) = 0. Define g := u(1). Clearly,
u'(x) >0on [0,x] and #'(x) < 0 on [xp, 1]. Hence, u(x) must resemble Figure 7.

Multiplying (3.14) by u', we have —u'u" = A f (u)u'. Integrating with respect to x gives

_(u/)Z

2

= AF(u) + K. (3.17)
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Figure 7: Typical solution of (3.14)—(3.16).

Substituting x = xp and x = 1 into (3.17) while using #'(x9) = 0, u(xp) = p, u(l) = g, and
u'(1) = -1 yields

Fp) =7 (3.18)
F(g) + 57 = (3.19)
Combining (3.18) and (3.19) gives
F(p) = F(q) + 55 (3.20)
Substitution of (3.18) into (3.17) yields
s (pw - F(e)). 21

2
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Now, solving for #' in (3.21), we have

U (x) = \/ZA[F(p) - F(u(x))], x¢€[0,x0],

i (x) = —\2A[F(p) - F(u(x))], x € [x0,1].

Integration of (3.22) combined with #(0) = 0 and u(x¢) = p gives,

u(x)
-[ = \/>x1 X € [Orx0]1
VF (P) F(s

u(x)
f o ds ~V2M(x - x0), x € [x0,1].

\/F(p) - F(s)

We substitute x = xp into (3.23) and x = 1 into (3.24) giving

= V21xp,
J‘\/F(p) F(s)
= —V2\(1 - xp).

Subtract (3.26) from (3.25) yields,

P ds g ds
2 - =21
'[0 VE(p) =~ E(s) '[0 VE(p) ~F(s)
Solving (3.21) for v/2\ and using /(1) = -1 and u(1) = g, we have

Vol 1

\VF(p) -F(q)

Combining (3.28) with (3.27) we define,

H(p,q) —ZI

\/F<p> F(s) f VF@) F(s) w(p) F(q)

13

(3.22)

(3.23)

(3.24)

(3.25)

(3.26)

(3.27)

(3.28)

(3.29)
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Now, for each p € (0,0), we need to find a g = g(p) € [0, p) such that ﬁ(p,q(p)) = 0. If for
fixed p € (0, o) there is a unique q(p) € [0, p) with H(p, q(p)) = 0 then

s 1

ZJ—PL_J—Q(P) d _ /30 (330)
" \F(p)~F(s) 0 A[F(p)~F(s) \[F(p)~F(a(p)) |

will be satisfied for a unique A € (0,0). As a result, we need to analyze the existence and
uniqueness of such a g = g(p). The following lemma lists several properties of H(p, g).

Lemma B. (1) For every p >0, H(p,q) — —ooasq — p.
(2) Forall p> 0and q € [0, p) one has that ﬁq (p,q) <0.
(3) H(p,0) — ooasp — oo.
(4) E(p,O) — —owasp — 0.

Proof. (1) It follows from the fact that F(u) is increasing and the Mean Value Theorem.
(2) Fix p > 0. Then for all g € [0, p),

1 ~ f()

<0.
F(p)-F(a) 2[F(p)~F(a)]" (3:31)

Hy(p,q) =-

(3) Forall p >0,

H(p,0) =2

P ds 1
f 0 \/F(p) - F(s) \/F(p) .

= H(p,0) — wasp — oo.
(4) Again, this follows from the Mean Value Theorem and monotonicity of F(u). O

Notice that if H (p,0) > 0, then there will be a unique g(p) € [0,p) such that
H (p,q(p)) = 0. From Lemma B, H (p, q) must resemble Figure 8.

Figures 9 and 10 show what H (p, 0) resembles § € (0,4] and f§ € (4, ), respectively.

For § € (0,4] there exists a unique py > 0 such that if p > pg then H(p,0) > 0 and if
p < po then H (p,0) < 0. In the second case, f € (4, =), the shape of H (p,0) changes from that
of the first case with the addition of both a local maximum and a local minimum. However,
based on our computations, we conjecture that there exists a unique py > 0 such that if p > pg
then H(p,0) > 0 and if p < py then H(p,0) < 0. Hence, for each p € [py, o) there is a unique
q(p) € [0, p) such that ﬁ(p,q(p)) = 0. Next we define

1
H(p,q(p)) := 2[F(p) - F(q(p))]

(3.33)

for all p € [po(pB), o0) and g(p) € [0, p) and present the main theorem of the section.
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H(p,q)

‘DA

Figure 8: Graph of H(p, q).

Figure 9: Graph of H(p,0) for f € (0,4].

Figure 10: H (p, 0) for f € (4, ).

Theorem 3.3. Let 3> 0, then (3.14)—(3.16) has a positive solution, u(x), with ||ul|, = p € S(P) =
[po(B),0) © H(p,q(p)) = A for some A > 0 where q = q(p) € [0,p) is the unique solution of

H(p,q(p)) =0.

Proof. Fix p € (0, 00). (=:) is completed through preceding discussion.
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(&:) Suppose that there exist A € (0,00), p € S(B) such that H(p,q(p)) = A where
q(p) € [0, p) is the unique solution of H(p, q(p)) = 0. Define u(x) : (0,1) — Rby

u(x)
-[ = \/>x1 X € [O,XO],
\/F(p)7F

u(x)
f 4 =-V2M(x—-x9), xE€[xo,1].

\/F(p) - F(s)

We will show that u(x) is a positive solution to (3.14)—(3.16). Notice that the turning point of
u(x), xo,is given by

(3.34)

1 (f ds
galiviren 039

Clearly, for fixed A,

u(x) ds

\/7 f m (3.36)

is a differentiable function of 1 and is strictly increasing from 0 to xj as u increases from 0 to
p- Hence, for each x € [0, x¢] there exists a unique u(x) such that

u(x)
I o F(S—\F x. (3.37)

By the Implicit Function Theorem, u(x) is differentiable with respect to x. This implies that,

u'(x) = \/2.)L [F(p) - F(u(x))], x€[0,x0]. (3.38)

A similar argument can be made to show that

' (x) = —\/Z)L [F(p) - F(u(x))], x€ [xo,1]. (3.39)

From (3.38) and (3.39), we have,

[”(x)] = A[F(p) - F(u(x))], xe€[0,1]. (3.40)
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Differentiating (3.40) gives

-u'u' =Af(wu, x€(0,1),
(3.41)
= —u"=Af(u), x€(0,1).

Hence, u(x) satisfies (3.14). It only remains to show that u(x) satisfies (3.15) and (3.16). But,
it is clear that u(0) = 0. Also, since H(p, q(p)) = A, we have

1
20— ——— 3.42
F(p) - F(a(p)) (342
or equivalently,
1
F(p) -F(a(p)) = 57- (3.43)

Substituting x = 1 into (3.39) gives

(1) = =V214/F(p) - F(4(p))- (3.44)

Combining (3.43) and (3.44),

W (1) =-1. (3.45)

Hence, u(x) satisfies both (3.15) and (3.16). O

To conclude the subsection, we present several results that detail the global behavior
of H(p,q(p)).

Remark 1. Note that given > 0, (3.14)—(3.16) has no positive solution with ||u||. < po(B).

Remark 2. For every p > 0, H(p,q(p)) < [G(p)]* for all p > po(fB). Moreover, equality is
achieved if and only if p = pyo(f) in which case, g(p) = 0.

This follows from observing that

1

2[F(p) - F(q(p))]

H(p,q(p)) =

(3.46)

3 P ds 1 (9@ ds 2
[ fo \/F<p)—F<s)_Ef0 ﬁ(p)—F(s)]

P ds ?
vl —% | e
S[ J mp)-ns)] G
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Theorem 3.4. Let p> 0. If p > po(P), q(p), and X are as in the previous theorem with H (p, q(p)) =
A then

(@) g(p) — pasp — oo, hence, xo — lasp — oo;
(b) A = c0asp — oo;
() A>2p/e?.

Proof. Fix p > 0and let p > po(f), q(p), and A be as in the previous theorem with H (p, q(p)) =
A

(a) Claim: p - g(p) < ef /4p

With this claim, it is clear that for fixed f, [p —g(p)] — 0asp — co. Now to prove the
claim. Since H (p, q(p)) = A, we have that

’ ds P dt B 1 ‘
IO \/m Jq(ﬂ) \/F(P) —F(t) \/F(,D) _ F(Q(P)) (3.47)

By the Mean Value Theorem, there exist 01 € (s,p), 0, € (t,p), and 05 € (q(p),p) with s €
(0,p) and t € (g(p), p) such that

’ ds 4 dt 1
fo VO3 ' J‘q(p) NN = mm (3.48)

Now, since f(u) is monotone increasing, we have that f(0;), f(62) < f(p) and

1 P ds 1 P dt 1
+ < .
\/f(P) '[0 VP =S \/f(p) L(m VPt O e—a(p) (3.49)

A change of variables in the integrals of (3.49) yields,

\/ﬁldv+\/ﬁldw< 1 5:50)
V@) o VI=v Jf(p) Jare VI-w — \JF@) o - a(p) |

This implies that,

flp) _ e
P00 < g6, < 1p (35D

since f(p) < ef and f(65) > 1.
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Figure 11: Graph of A versus p for f = 2.

(b) By the Mean Value Theorem there exists a 8 € (q(p), p) such that

1
A= o ———. (3.52)
2f©)[p—a(p)]
But, 1 < f(0) < ef, which implies that
; <1< ; (3 53)
2P[p-q(p)] = " 2[p-alp)] '
Part (a) combined with (3.53) completes (b).
(c) Finally (3.51) combined with (3.53) yields (c). O

Corollary 3.5. For every f > 0, there exists a Ay > 0 such that (3.14)—(3.16) has no positive solution
forall A < Aq.

3.4. Computational Results for (1.12) and (1.10)

This subsection will present computational results first for (1.12) then for our original
problem, (1.10). In order to produce bifurcation diagrams, Mathematica was employed in
a two-step process. Recalling Theorem 3.3 from Section 3.3, for fixed 8 > 0 the corresponding
unique po(p) is first found using a standard root-finding algorithm. Then for each p > po(B),
the same root-finding algorithm is employed to solve H(p,q(p)) = 0 for the unique g-
value. Finally, H(p,q(p)) is evaluated for the given p and its unique g(p) to obtain the
corresponding unique A. The result is a bifurcation diagram portraying A versus p. Due to the
improper integrals in H (p, g(p)), this procedure is computationally expensive. The numerical
investigations suggest the following evolution of bifurcation diagrams.

Case 1. For p € (0, 1) (for some p; < 4), there exists a Ay > 0 such that if

(1) A > Ao, then (1.12) has a unique solution;
(2) A < Ao, then (1.12) has no positive solution.

Figure 11 illustrates Case 1.
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Figure 12: Graph of A versus p for ff = 6.

Case 2. For f € [p1, ), there exists Ay, A1, 1, > 0 such that if

(1) Ap £ A < Ay, then (1.12) has exactly 3 positive solutions;
(2) M1 <A< dgord =14y, then (1.12) has exactly 2 positive solutions;

(3) A > X, or A = A4, then (1.12) has a unique positive solution.

Figure 12 shows a typical bifurcation diagram for Case 2.

Notice that (Ao, pg) corresponds to the case when g(p) = u(1) = 0 and thus satisfies
both (1.11) and (1.12). We would then expect this to be the point at which the branch of
solutions of (1.10) bifurcates into the separate cases. To conclude the section, we present the

computational results for (1.10) by combining the solutions of (1.11) in Section 3.1 and (1.12)
in Section 3.3.

Theorem 3.6. For f > 0, (1.10) has at least one positive solution for every A > 0.

Case 1. For € (0, p1), there exists a Ay > 0 such that if
(1) A > Ao, then (1.10) has 2 positive solutions,
(2) A < X, then (1.10) has a unique positive solution.

Figure 13 shows the complete bifurcation diagram of (1.10) for f§ = 2.

Case 2. For B € [p1, Po), there exists Ao, 11, A, > 0 such that if
(1
(2
(3
(4

Ao < A <)y, then (1.10) has exactly 4 positive solutions;
A1 <A< Mgord = Ay, Ay, then (1.10) has exactly 3 positive solutions;
A >\, or A = )y, then (1.10) has exactly 2 positive solutions;

—_— — ~— ~—

A < A then (1.10) has a unique positive solution.
Case 2 is illustrated in Figure 14.

Case 3. For B € [fo, p2) (some f, € (6,6.5)), there exists \; > 0 fori =0,1,2,3,4 such that if

(1) g <A <Ay or A3 < X < Ay, then (1.10) has exactly 4 positive solutions;
(2) M1 <A< dgord =4y, A3, Ay, then (1.10) has exactly 3 positive solutions;
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Figure 13: Graph of A versus p for f = 2.
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Figure 14: Graph of \ versus p for f = 4.

(3) A\, <A< Azord>Ago0rd =14y, then (1.10) has exactly 2 positive solutions;
(4) A < Ay, then (1.10) has a unique positive solution.

Case 3 is shown in Figure 15. Notice that the bifurcation diagram contains two S-
shaped curves that do not overlap.

Case 4. For p € [f2, o), there exists A; > 0 fori =0, 1,2, 3,4 such that if

(1) Ao < A < A3, then (1.10) has exactly 6 positive solutions;

(2) Ay <X < MApord = A3, then (1.10) has exactly 5 positive solutions;

(3) A3 <A < Agor ) =14y, then (1.10) has exactly 4 positive solutions;

(4) My <A <Xdyord = Ay, then (1.10) has exactly 3 positive solutions;

(5) A > Ay or A = Ay, then (1.10) has exactly 2 positive solutions;
)

(6) A < ; then (1.10) has a unique positive solution.
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Figure 15: Graph of A versus p for f = 5.
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Figure 16: Graph of A versus p for f = 8.

Figure 16 exemplifies Case 4 with the complete bifurcation diagram for = 8. Again
the double S-shape appears but in this case the Ss overlap, yielding exactly 6 positive
solutions for a certain range of .
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