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Abstract

In this paper we prove several inclusion rglas associated witlfn,d) -

neighborhood of certain subclasses of analytic fions of complex order with
negative coefficients by making use of the famdoncept of neighborhoods of
analytic functions.. Special cases of some of thmedeasion relations are shown to

yield known results.
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1 Introduction
Let A(n)denote the class of functions f of theform:

(1.1) f(z)=z- iakz", (a, 20, nON:{1,23..}),

k=n+1
which are analytic in the unit disk U ={z:: zOCandZ4 <1 }.

Following the works of Goodman [9] and Ruscheweyh [11], we define the
(n, 0) -neighborhood of afunction f(z) 0 A(n) by (seedso[2], [3],[4], and [13] )

(1.2) Nnyd(f)={gDA(n):g(z)=z—isz" and ikjak—bk|s5}.

k=n+1 k=n+1
In particular, for the identity function
€2) =z,
we immediately have
(1.4) N,s(€) = {g OAN):g(2)=z- > hz" and > Kb < 5} .
k=n+1 k=n+1
The above concept of (n,d) -neighborhoods was extended and applied

recently to families of analytically multivalent functions by Altintas et al. [6].The
main object of the present paper is to investigate the (n,d) -neighborhoods of

several subclasses A(n) of normalized analytic functionsin U with negative and

missing coefficients, which are introduced below by making use of the
Ruscheweyh derivatives .
A function f [ A(n) is said be starlike of complex order y (y O C\{0}) that is

f 0S(y), if it satisfies the inequality:

(15) Re{1+1(2f (2) _ J}>o (zOU; yoc-{0}) .
y\ 1(2)

Furthermore, afunction f [J A(n)is said be convex of complex

ordery (yOC\{0}), thatis, f OC, (y), if it also satisfies the following

inequality (1.6) ReJl1+ J—l/( Z: ((zz))j} >0

(zOu; yoc\{g).
The classes S, (y)and C,(y) stem essentially from the classes of starlike and

convex functions of complex order, which were considered earlier by Nasr and
Aou] (seedso[5, 6]) .
Next, for the functions f,(j =1,2) given by

(L7 i@)=2+Ya,,2 (j=12),

k=n+1
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Let f, OJf,denote the Hadamard product (or convolution ) of f, and f,
defined by

(1.8) (f,0f,) (@=2z+ > a,a,z =(f,0f)() .
k=n+1

Now we define the function ¢(a ¢ z) by

@9) Hac)=2+3 Do

k= n+1( ) n-1
For c#0,-1,-2,..,a# -1,z0A where (A), isthe Pochhammer symbol defined
by
0
(1.10) N, = M n
(N )I(A +)(A+2)..A+n-1), nON={1,2,..}
Carson and Shaffer [1] introduced alinear operator L(a,c), by
L(ag f(2) =¢(acL f(2)
@)ns,
(2.11) a.z, zOA.
kzn—l (C)n—l
Where * stands for the Hadamard product or convolution product of two power
series

6= .2 and w@)= Sy,

k=n-1 k=n-1

Defined by
(@)D =¢@ (2= > ¢4,2"

k=n-1

Wenotethat L(a,a) f(2) = f(2), L2 f(2)=zf'(2).

Finally, in term of the Carlson and Shaffer[l]defined by (1.11), let
S, (v, A, B) denote the subclass of A(n) consisting of functions f which satisfy
the following inequality :
1(z(L(ac) f(2) _1] <

L(aq f(2)

(zOU; yOC\{O} ; 0< <),

Also let R, (y,A,B; ) denote the subclass of A(n) consisting of functions
f which satisfy the following inequality :

(113) ‘%((1—u)%+u(ua,c) f(z))'—lj

(zOU; yOC\{O}; 0<pB<1;0su<).
Various further subclasses S, (y,a,c,8) and R, (y,a,c, G; 1) with y =1 were
studied in many earlier works (cf., e.g.,[7] ); see also the references cited in these

(112)

<p
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earlier works) . Clearly , in the case of (for example) the class S, (y,a,c, 5) , we
have

(1.14) S.(r.ac,B)0S(y) and S,(y,ac B)0C,(y)
(nON;pyadC\{Q}).

2 Inclusion RelationsInvolving N, ;(e).

In our investigation of the inclusion relationsinvolving N, ;(€), we shal require
Lemma 1 and Lemma 2 below.

Lemmal Letthefunction f [0 A(n)bedefined by (1.1). Then f isinthe class
S,(y,ac,p)if and only if

2.1) Z Ea;“(,8|y1+k 1) a, <AY .

Proof. Wefirst suppose that f OIS, (y, a,c, 5), then using condition (1.13) we get
A(a9f@) |, _

(2.2) Re[ (3012 1] >-Ay (zOU)

or, equivaently

Z (a)k ) (k—l)mq(Zk
(23) R kn+l()k1 >_IB|}4 (ZDU)
Z ( )k -1
k=n+1 (C)k -1
Where we have made use of (1.10) and the definition (1.1) .We now choose
valuesof zonthereal axisandlet z — 1through thereal values. Than the
inequality (2.3) immediately yields the desired condition (2.1).

Conversely, by applying the hypothesis (2.1) and letting | z| =1, we find that
z (@) s (k-1a, 2*

k= n+1( )kl

()kl
‘ Z:()kl

k=n+1

1z(L(a 0 f(2)) ]‘
| L(ao) f(2)
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(a)k l
ﬁM( kzn;d (C) 4 j
X ()4 a

kemi1 (€) )
(2.4) <Ay.
Hence, by the maximum modulus theorem, we have f 0S, (a,c, 8), which
completes the proof of Lemma 1.

<

Similarly, we can prove the following Lemma.

Lemma?2 Letthefunction f [0 A(n)bedefined by (1.1). Then f isinthe class
R (ac,B; 1) if and only if

a
25) > Wit ik-1ja, < Y

k= n+1( )k -1
Remark 1 A specia case of Lemma 1 when

n=1y=1 and f=1-a (0<a<l)
was given earlier by Ahuja[1] .
Our firstinclusion relation involving N, ;(€) isgiven by Theorem 1 below.

Theorem 1 |If

__ (n+D) Ay
(2.6) 5= @ (1Y <1),
©),
then
(27) Sn (y! a,C, 18) D Nn,c)'(e) '

Proof. For afunction f OS, (y,a,c, B)of theform (1.1), Lemmalimmediately
yields

o Tac< Al

n k=n+1

(An+

so that
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: Ay
(2.8 a, < @,

k=n+1 (ﬂ +
Y (©),
On the other hand, we also find from (2.1) and (2.8) that

ok Ska s M- AN S Ta

n k=n+l n k=n+1

S,BM"'(]-_,BM) (@), ,BM

(C)n (a)n
(ﬁ|y1 * n) (C)n
(n+1)8y
SW (W<,
that is,
(2.9) S ka, SL)[’%._J <1
k=n+1 (,BM + n) (C)n

Which, in view of definition (1.4), proves Theorem 1.
Similarly apply Lemma 2 instead of Lemma 1, we can prove the following
Theorem.

Theorem 2 If

(2.10) o= (n+1)E6’|)y|
a
+1
(Ln+ )()
then
(211) R.(v,a.c B 1) UN, s(e).

Proof . Supposethat afunction f O R(y, a c, 8; 1) isof theform (1.1) . Then we
find from the assertion (2.5) of lemma 2 that

E ;” (uk +1) Zaks,[z’M

Which yield the following coefficient inequality ;

(2.12) Sa, < A

k=n+1 (a) n
(©),
Making use of (2.5) in conjunction with (2.12), we also have
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p = S Y+ (193> Ta,

nkn+1 n k=n+1

(C)n (@,
(un+D -+
(©),

that is
ikak . (n+1),[>’|y1

k=n+1 ( )
1
(un+ )( 0.

which, in light of the definition (1.4), completes the proof of Theorem 2 .

Remark 2 By suitably speciaizing the various parameters involved in Theorem
1 and Theorem 2, we can derive the corresponding inclusion relations for many
relatively more familiar function classes (see also Equation (1.15) and Remark 1
above) .

3 Neighborhoods for the class s\ (y,a,c,8) and R (y,a,c,5).

In this section, we determine the Neighborhoods for each of the class

S, (v.ac,p) and RY(y,a,.c,p,),
which we define as follows. A function f O A(n)issaid to beinthe class

S°(y,a.c, B)if thereexist afunction g 0S, (y, a,c, B) such that

(3.1)

@—J‘<1—a (zOU;0=<a <)).
9(2)

Anaogously, afunction f 0 A(n)issaidtobeintheclass R?(y, a,c,3,; ) if
there exist afunction g R, (y, & c, ) such that the inequality (3.1)holds true.

Theorem3 If gOS,(y,ac,B)and
(a)

(3.2) a=1- (a)

(©),

ﬂlyﬂ

then
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(33 N,s(9) U S\ (r.ac.f).

Proof. Supposethat f LN, ;(g). Wethen find from the definition (1.2) that

(34) > Ka, —b|<d,
k=n+1
which readily implies the coefficient inequality:
(3.5) Yla -b|<—2-  (nON).
k=n+1 +1
Next, since g0 S, (¥, a,c, ) , we have by [cf.Equation(2.8) ]
(36) S b, < BA ,
k=n+1 (ﬁ‘” +n) Ea;
So that
a, —b
[ f(2) _J~< P
. ®
92 T vy
k=n+1
(a)
s (e
1 a
L (e Vg 5 ﬂM
(37) =1-a ,

provided that o is given by (3.2). thus, by definition, f 0SS (y,a,c, B) for
a given by (3.2). This evidently completes our proof of Theorem 3.

Theorem4.1f gOR, (y,a.c,f)and

J(un+1)§a;”
(3.9) p=1- "
ﬂM]
then
(3.9 N,.5(@) O R® (,a.c.6).

Remark 5. By suitable specializing the various parameters in Theorem 3 and
Theorem 4, we can derive the corresponding neighborhood results for many
relative more familiar function classes asin [8].
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3. Subordination Theorem
Before stating and proving our subordination Theorem for the class

S (a,a,c,p)
we shall make use of the following definition results .

Definition 4.1 For two functions f and g analytic functionsin U , we say that
thefunction f issubordinationto g in U , denoted by (f < Q)if thereexistsa
function

W(2), anayticin U with w(0) =0 and |w(2)| <|4 <1 (zOU), such that

f(2) = g(W(2)).

Definition 4.2 A sequence {b,}"_, of complex numbersis called subordination
factor sequence if whenever f(z) isanalytic univalent and convex in U , then
(4.1) Y ba,z"< f(2) , (zOU,a =1) .

k=n+1

Lemma4.1. (cf.Wilf [8] ) the sequence {b,}", is subordination factor sequence
if and only if
(4.2) Re{1+22b12"}>0 zOU .

k=n+1

Theorem 4.1 let f(z) of theform (1.1) satisfy the coefficient inequality
(2.5) ,then

(@), (81 +n) }
4.3 fO
9 iﬂ@dﬂﬂ+m+@nmm( e d
(-1<a<1,4>0,z0U,0kON\({Z)),

for every function g(z) in the class of convex functions . In particular

~l@. 8 +m + (). 4]
(4.49) Re{ f(2)} = @G+ (zOU)
the constant factor
(@),(Bn+n)
45
@9 2, (A + 1)+ ©, AV

in the subordination result (4.3) can not be replace by any larger one.

Proof . let f(z) bedefined by (1.1) , the coefficient inequality (4.3) of our
Theorem will hold true if the sequence
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(a), (B +n) )
4.6 ,a =1
49 {Z[(a) B+ +(©), A } >

Is a subordination factor sequence which by virtue Lemma (4.1) is equivalent to
the inequality

© (@),(8yY+n) X
(4.7) Re{1+ 2kzn+l  ORCIECET) ﬁM] }>o ,z0OU

Now

@, (By+n) @ }
Rel1+ )
e{ CREECECN R

@,(BN+n)az k}
Re1+ k
e{ [(@),(BM+n)+(C), ,3|y|] [(a), (,3|y|+n)+(c) A kZn‘,+l(<’:1)n([”|y1+n)a z

R%l_ @,Bn+n)r ©),B¥ i(an-l(ﬂw(k—l)arkk}
(@ (BA+N+©), BA [@.(BU+M+©) B & (©a BN -

>1_{ (8), (Bvt+ ) +(©), Ay )}:O
T L@ B+ + @, 1]

R{l @, (B +n) }
[(@),(81+n) +(©).0/

Hence (4.7) hold truein U ,which provesthe assertion . The prove of

Re{ f(2)} 2 _[(a) (BA+m+ (), 'BM] (zOU) ,for £ OS“ (y,a.c,p)

@,(81+n)
follows by taking g(z) = z+ ZZ . To prove the sharpness of
(@).(8¥+n)
2(a), (B +n)+(c), A
(C)nﬁ|y1 n+l

Consider the function (z) = z- z"" , which is member of the

(@,(81+n)
class
S9(y.ach).ad g@) =2+ 32" .

k=n+1
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Thus from relation (4.1) we obtain
(@),(8y+n) 2 }
{2[(a)n(/sM @, A O T &

It can be easily shows that min,,, Re {

N

(), (81 +n) q(z)} _
(@), (A + ) + (), A

(@) (A1 +n)
(@) (AlY]+ 1) + (), AN]

This show that the constant

is best possible.
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