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Abstract

In this work, series solutions are obtained for thwe species Lotka —Volterra,
prey-predator interaction species which are goverihg a system of non linear
differential equations. For this purpose, the Adamidecomposition method
(ADM) and Homotopy Perturbation method (HPM) arepéayed and it is shown
that the Homotopy Perturbation method is much easred a more efficient
method.
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1 I ntroduction

In the study of non linear system of differentigjuations such as the Lotka —
Volterra equations, analytical solutions are uguatiknown. In order to analyze
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the behaviour of the system, one usually resortsnaonerical integration
techniques such as perturbation techniques. Pattanbtechnique depends on the
existence of small or large parameters in the neali problems. In this paper, the
Adomian decomposition method (ADM) and Homotopy téd¥ation method
(HPM) will be employed to obtain series solutioagwo species Lotka — Volterra,
prey — predator interaction species which are gwetby a system of non linear
differential equations. The first method is Adomidecomposition method [3]
which was introduced by Adomian in the 1980s, araiive method which
provides approximate analytical solutions in therf@f an infinite series for non
linear equations. This method avoids linearizatdiscretization and scientifically
unrealistic assumptions. The second method is tmdtopy perturbation method
[4] which was proposed by ‘He’ in 1999. In this imed, the solutions are
obtained as an infinite series, the summation atlwis an analytical solution. In
this method, a homotopy is constructed with an elding parameter(p (0, 1),
which is valid not only for small parameters bwcafor very large parameters.
We also show with the help of an example that al¢fnothe solutions obtained by
both ADM and HPM are the same, HPM is convenierd afficient when
compared to ADM.

2  Adomian Decomposition M ethod

2.1 Analysisof the Method for Interacting Species

In this section we consider the system of equatadrise form
d
d—);l=x1(a1 -bix —6%,)

d
d_)%:XZ(_ a, +C,X,) (2.1)

whereay, by, ¢, @, C; are positive constants.
x1 and x, represent the prey and predator population at timeWe non
dimensionalize the system of equations (2.1) biyrget

_C __ GG -
u(t) = =2x(t), v(T) = —22—x, (1), T=agt

a, aicz_azbl ’

— _ ba, (2.2)

a Ga
The equations (2.1) are then transformed to

%:u(r) (- au) - - B)v (1)

%:av(r) (-1+u(n)) (2.3)

Consideringf andg to be non linear functions af and (1, v) respectively, the
equations (2.3) can now be written in the form
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%zu(r) A (U) - (- 8) 9 (uV)

%: —av(r) + ag(u, v) (2.4)

with initial conditionsu(0) = up, u(0) = up.

Now, to find the solutions af andv that satisfy equation (2.4), the decomposition
method is used. It consists of approximating thietsms of (2.4) as an infinite
series in the following form.

u= iun
n=0

v=OV, (2.5)
n=0
Now, decomposing f and g as
f(u) = Z A, (2.6)
n=0
g(u,v) = > B, 2.7)
n=0

whereA,, B, are Adomian polynomials that can be generatediigrform of non
linearity. Writing equation (2.4) as

Lu =u(t) - Bf (u(1)) — (1-B) g (1), v(1))
Lv = —av(1) + ag(u(t), v(1)) (2.8)

where L :ai, the linear differential operator. Assume the nseeoperator
T

exists, which stands for integrations as defined_By= I(.)dr. Applying Lt on
0

both sides of equation (2.8), we obtain

u(n) =u(0) + L u(n) - AL (u(7) - (1A L™ g (u(n), WD)
V(D) = —aL™v(n) + aL™g (u(d), (1) (2.9)

Using equations (2.5), (2.6) & (2.7), we get

8

u =u() + L* Zu gL ZA1 1-5) I* Y8,

n=0

Ms

v.=v(0) - alL™" Zv +al? ZB (2.10)

n=0 n=0
Now, the iterates are determined in the followiagursive way.

u(0) =up
U= L un-B LA - (1 =B LB, (2.11)
v(0) =vo
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Vn+1= —altv,+al?B, (2.12)

We then define the solution,(v) as

(u,v) = (,L—mwzn:uk, i Zn:vk] (2.13)

=0

2.2 Analysisof theMethod for Interacting Specieswith
Negative Feedback

In this section, we consider the nonlinear systéth@form

d
d—f=x1(a1—blx1—clx2)

% = X, (-a, +b,x, —C,X,) (2.14)
Herex; andx; are prey, predator populations at tintespectively wheray, b, ¢;,
a, by, ¢, are positive constants. Each of the termisi? and —cx.° is called
negative feed back. The equilibrium of the systesmpositive provided the
inequalitya;b, > agb; holds.

We non dimensionalize the system by setting

be, + be

u(p) = bc, +be, x (1), (D)=

1), dr = agt 2.15
a,C, +a,C, a1b2 - aZbl & () A ( )
Takinga = M, L= M, the equations (2.14) are then
blCZ + b2C1 b.lCZ + b2C1
W) -2 g v~ 2 puvn
dr " a
Ny 2w vin- s vi (2.16)
dr al G G
. _a, b _C _ b, _C, .
Withko=—=, kk=—=a, kk=—0, ks=—=a, ks=—=, the equation (2.16)
Y = Y Y =
IS how
du

a7 = Y@= kut (@) —k, u(r) v(7)
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% = —k V(1) + ku(r) V(1) — k,Vv*(1) (2.17)

Consideringdf, g andh to be non linear functions af v and (1, v) respectively, the
equations (2.17) can now be written in the form

du_ . -
4 SUO -~k T~ kg )

= -V + ks 9(U V) - K, (2.18)

with initial valuesu(0) = up, V(0) =Vp, To find the solutions ofi andv that satisfy
equation (2.18), the decomposition method is uleconsists of approximating
the solutions of (2.18) as an infinite series ia fbllowing form.

u= iun V= ivn (2.19)

Decomposind, h andg as
f(u) = YA, hv) = Y'C, gu,v) = Y B, (2.20)
n=0 n=0 n=0

whereA,, B, & C, are Adomian polynomials that can be generatedciyr form
of non linearity. Applying the decomposition methdkde system (2.18) can be
written as

Lu=u(r) - k; f(u) - k,g(u, v)
Lv=—k,v(7) + k; g(u, v) — k,h(v) (2.22)

where L :ai, the linear differential operator.. Applying th@egration inverse
T

operatorL™ = [(.)dr to equation (2.21),

u(n) =u(0) + L u(n) —ka L™ f (u(D) —ko L™ g (U (), V(1)
V(D) = Vo—ko L™ V(D) + ks L™g (U(x), V(z) —ka L™ h(¥(D)) (2.22)

Using equations (2.19) and (2.20),

[

u,=u, +L* >u, -k L* iAn— k, L™ iBn
n=0 n=0

n=0

1M 3D

Vo = Vo - koL v, 4k L 3B -k, L SC, (2.23)

n=0 n=0 n=0

>
1l
o
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Now, the iterates are determined in the followiagursive way.

u(0) =uo

Ur+1=L"u, -k, L"A -k, L" B,,n=0,1 2.....

v(0) =vp

Vhs1=-Kk, L'V, +k, L"B, -k, L*C,, n=0,12.... (2.24)

We then define the solution of the initial valuelplem (2.18) as

V) = (—Zu ivk] (2.25)

3 Application of Adomian Decomposition Method

Example 3.1

We first consider (2.1) with initial valueg0) = uo, v(0) =V, and proceeding as in
Section 2.1.

We takef(u) = u?, g(u, v) = uv (3.1)
The Adomian polynomials can be derived as follows:

(f [Z)IUB n>0 3.2)

fuy=u?=> A, =(u, +u, +u, +.....)°
=0

n

N:

Sl

dn
dx"

= (Uo)2+ (ZUOU]_) + (2UOU2+ U]_2) + (2UOU3+ 2U1U2) + (2UOU4+ 2UiUz + U22)
+ (2JOU5+ 2uU, + 2U2U3) o (33)

Therefore, we get the following Adomian polynomials

Ao = Uo2

A1 = 2Ugup

Ao = 2Ugup + U12

Az = 2Ugus + 2U1Uo

A4 = 2UgUs + 204Uz + U22

As = 2UpUs + 2u1U4 + 2upU3 and SO on. (3.4)

g(u, v) =uv = iBn = (iunj (ivn]
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= i[i U, vn_kj (3.5)

Therefore B= Y uV,,, n=012........ (3.6)
k=0
We have Adomian Polynomials

Bo = UoVo

B1 = Ugv1 + U1Vo

B2 = UgVv2 + Upvi + UV

B3 = UgV3 + U1V2 + UpVi+ UV

B4 = Ugvs + UgVv3 + UVt Usvi+ UsVp and so on. 3.7

For numerical purpose, we take=a, =b; =1,b, = 2,¢; =

N

L Co= = in (2.1)

N

and initial valuesiy = 1,vp = 2. Therefore,
Ww=1

Vo =2

u=L"'u,-BL*A-A-B LB, =T
vi=alL*B,-a L', =0
u=L"uy-BL*A-1-p) LB, =-05r°
v,=a LB -ally =r?

U= L u,-B LA, -(1-B) LB, =- 0167°
vs=a L?B,-a L', =-0334° (3.8)
U= L'u,-B LA, -(1-p) L'B, = 0708*
vs=a L'B,-a L', = 0167*

us= Lu, -8 LA, -(1-p) L'B, =- 0241°
vs=a L"'B,-a L', = 0l16r°

The rest of the terms of the decomposition ser@gehbeen calculated using
Mathcad 7. Substituting these terms into (2.5) olv&in

u(r) =u, +u (7) +u(7) +us(7) +u, () +ug(T) + s

u(r)=1+r7-05r* - 0167r® + 0708r* — 0241r° +........... (3.9)
V(T) =V, (T) + Vv (T) +V, (T) + Vo (T) + Vv, (T) + Ve (T) + e

V(r)=2+71% - 0334r° + 0167r* + 0116r° +....cveuveeeee (3.10)
Example 3.2

We now consider (2.23) with initial valueg0) = uo, V(0) = Vo and proceeding as
in section 2.2.
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We take (1) = U?, g(u, v)= uy, h{v) =V (3.11)
The Adomian polynomials for 6 = u?, g(u, v) = uv are just same as obtained in
(3.4), (3.7) in example (3.1) and

hv) =V = 3°C, = (Vo +V, +v, +....) (3.12)

n=0

= Vo + (iovr) + (V) + (v + Vi2) + (Qvpva + 2vavo)
+ (2/0V4+ V3 + V22) + (2\/0V5+ AV + 2\/2V3) B

Therefore, we get the following Adomian polynomials

Co= Vo2

CiL= 21

Cz = Vv + Vi
Cs=2AVa+ A\
Cs= Aigvs + 211V + V22

Cs = 205 + 21V + 2v5v3 and so on (3.13)
For numerical evolution, we tak#€0) = 1,v(0) = 2 and

a=a=b=1b=2c= % C= % in (2.21) and proceeding as in section 2.2,
we obtain

w=1

Vo=2

up= L u, -k, LA, -k, LB, =— 0257

vi=-k, L v, +k, LB, -k, L'C, =-T

U= L™ u, -k, LA —k, LB, = - 02572

vo= -k, L™*v, +k, L™B, -k, L™"C,=0.37507"

us= L u, -k, LA, -k, LB, = -0151Q°°

vs= -k, L*v, +k, LB, -k, L™ C,=0.020&" (3.14)
Up=L"u, -k, L*A, -k, L™B, =0.0814"

vs= -k, L'v,+k, L7'C, -k, L"C, = -0.1563r*

us= Ltu, -k, LA, -k, LB, =-0041%°

vs= -k, L"v,+k, L'B, -k, L™ C,=0.1577r° and so on.

The rest of the terms of the decomposition serimgehbeen calculated using
Mathcad 7. Substituting these terms into (2.17)

u(r) =u, +u (1) +u,(r) +ug () +u, () +ug () + e
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u(r) =1- 025r - 0257% — 0510r° +0.0814r* - 0.0417> +........ (3.15)
V(T) =V (T) +v, (T) +v,(T) +v, (1) +v,(T) +v (7)) +.......
=2-1+0.3750r? +0.0208r° - 0.1563* +0.1577°....... (3.16)

4  Homotopy Perturbation M ethod

The combination of the peturbation method and hpmaonhethod is called the
homotopy perturbation method which has eliminatbd timitations of the
traditional perturbation method. Consider the nuedr differential equation.

M(u) —-g) =0,s0 S (4.1)
with boundary conditions

N[u,@j =0, sO0r
on

where M is a differential operator, N is a boundapgrator, g(s) is a known
analytic function.l' is the boundary of the domains. Divide the opergtanto
linear operator R and nonlinear operator Q. Theeefd.1) can be expressed as

R(u) + Q) = g(s) (4.2)

By the homotopy technique, constructing a homotopy
v(s,p): S x [0,1P> R, which satisfies

L(v, p) = (1-p) [R(u) -R(® + p (M () —gE)] =0 pU (0, 1),sT S. (or)
L(v,p) = Rl) —R(to) + pRo) + p [M(v) -gE)] =0 (4.3)

where pe [0,1] is an embedding parametegisian initial approximation of (4.1)
which satisfies the boundary conditions.

L(v,0) = R{) —R(g) =0 (4.4)
H(v,1) =M @) —9@)] =0 (4.5)

Changing p from zero to unity is similar to thatcbangingv[s,p] from ug(s) to
u(s). By the method of HPM, we use the embedding patanp as a small

parameter and assume that the solutions of (48J4a) can be written as a
power series of p.

V:Vo+pV1+p2V2+p3V3+.... (46)
Setting p> 1 results inn the approximating solutions of (44)

u:Iim1 V=V, +V, +V, +... 4.7)
p-
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The series (4.7) is convergent for most cases. Meryéhe convergent rate
depends on the nonlinear operatovM(

5 Application of Homotopy Perturbation M ethod

Example 5.1

We now solve (2.3) using HPM with initial condit®n(0)=1,v(0) =2 as chosen
in example 3.1. We rewrite (2.3) as

% = - plu(r) - Bur() - - B)u(r) v(r)]
% = - pla v(r) - a u(r) v(7)] (5.1)

where pO (0,1) is an embedding parameter. The solutions(50f) when
expressed as a power series is in the following for
U=u,+ pu, + p°u, +......

V=V, + py, + pV, +...... (5.2)
(5.3)

Substituting (5.2), (5.3) in (5.1) and equating like coefficients of p, we obtain
the following differential equations
u, =0
p-:| v, =0
u(0)=u,, v(0) =v,.

U =Ug ~ /Buoz - (1—,8)U0VO

U

pt:lv, =—av,+auy,

v (0)=0,v,(0)=0

U, =u = (1= p) (U +Uur,)—2Bugl,
p’:|v, =a (uy,+uy,) —av,

u,(0)=0, v,(0)=0
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I

u, =u, - (1_ ,B) (ro2 tuy, + uzvo) - 2,Buouz - :61112

I

P’ v, = a(uy, +uy, +uy,)-av,

u;(0)=0,v,(0)=0

u, =u;—([1=B) Uy, +uy, +uy, +uv,)-28uu, —25uu,
p4 DV = a(Us HUl Uy, FUV) —av,

u, 0)=0,v,(0)=0

(5.4)
Us =Uu, B (2uu, +2uu, + uzz) ~(@=B) UV, +uws tul, Hul; +u,)
P” 1|V, = a(Ugl, TUV; +UV, + UV, tUV,) —av,
us(0)=0,v5(0) =0

where the coefficients of p denote differentiatiwith respect to p. Solving the
above system of equations fgrv; (i = 1,2,3,4,5)

u, =1 Vo =2

u =r1 v, =0

u, = — 0572 v, =1° (5.5)

U, =-— 016773 Vg = -0334r® o _ )
u, = 0708r* v, = 0167r* Substituting these;uv; (i = 1,2.....5) into
u, =— 0241r° v, = 0116r° (5.2) and (5.3) respectively, we have
u=1+ pr—05p?r? - 0167p%> + 0708p“*r* - 0241p°r° —...... (5.6)
v=2+ p°r?- 0334p°r® + 0167p“r* + 0116p°r° +....... (5.7)
letting p—> 1

u=1+7r-057r% - 01677 + 07087 — 0241r° +.... (5.8)
v=2+72— 0334r° + 01677 + 01167° +...... (5.9)

which are exactly the same solutions obtained @) @nd (3.10) respectively

Example 5.2

We now solve (2.24) using HPM with initial condit®u(0) =1,v(0) = 2 as taken
in example 3.2. We rewrite (2.24) as

du

T=p lur) - ku2 (@) - k(D)
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% = p [k (1) + k(@ (1) ~ k(7)) (5.10)

where p (0, 1) is an embedding parameter and the solitmn(5.10) are
expressed as a power series as in (5.2) & (5.3).

Substituting (5.2), (5.3) in (5.10) and collectitige like coefficients p, we obtain
the following differential equations

I

u, =0
p° : vol =0
u(0)=1,v(0) =2
Uy = Uy = KUy = KylgVg
p*: l/1' = =Ko Vo + Ky Uy =K, Vo~
u (0)=0,v,(0)=0
Uy = U = 2KUgU; — K, (UgVy +Uvy)
p*: V2' = =Ko vy K (UgVy +U,) = 2K, Vol
u,(0)=0,v,(0) =0
U =U; — kl(u12 +2U0U,) — K, (Ugl, + Uy +U,V,)
p3 D1Vs =KoV, K (U, HUWy ULV, ) =K, (2VoV, + V12)
u,(0)=0,v,(0)=0
U, =U; =K (2ugu; +2uu,) =K, (U +Uw, + UV, +UV,)
p* v, = =KW, +Ks(UgVs + UV, + UV, +UyV,) =K, (2V,V, +2V,V,) (5.11)
u,(0=0v,0=0
Us =u, =k (2u,u, +2u5u, + uzz) — Ky (U, HUW; +UY, UV, +UY,)
p5 D1Vs = =Koy Ky (U, + UV, + UV, + UV, +UWVe) =K (VY + 2V, + sz)
u;(0)=0,v5(0) =0

Thus, solving the above system of equations yields
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u, =1 Vy =2

u, = - 0257 vV, =-T

u, = - 025r% v, =0.375Q?

u, =0.1510r° v, = 0.0208°

u, =0.0814* v, =-0.1563"
u, =—0.0411° Ve =0.1577°

(5.12)

Substituting these;, vi (1 = 1,2.....5) into (5.2) and (5.3) respectively have

u(r) =1- 025pr - 025p°r* -0.15100°° +0.0814p"r* —0.0411p°r° +.... (5.13)
u(r) =2- pr+0.3750p°7% +0.02080°%% - 0.1563p"*r* + 0.1577p°r° +....... (5.14)

letting p—~> 1, we get

u(r) =1- 0257 - 02572 —0.151Q°® +0.08147* —0.041%° +.... (5.15)
u(r) =2-7+0.3750% +0.0209° - 0.1563%* + 0.15777° +...... (5.16)

which are exactly the same solutions as those rmain (3.15) and (3.16) in
example 3.2, section 3.

6 Conclusion

In each of the examples described in the papah®purpose of validation of the
work, we have solved the same problem of findirggyghries solutions of the two
species Lotka—Volterra prey-predator interactiorecggs using two different
methods i.e. the Adomian Decomposition method & Hoenotopy Perturbation
method. Though we obtain the same solutions fdn bwethods, the advantage of
the Homotopy Perturbation method is its straightBmdness and calculation
procedure is simple when compared to the Adomiacobposition method,
where the calculation of Adomian polynomials isited. Hence, we conclude
that the Homotopy Perturbation method is much eamiel a more efficient
method than the Adomian Decomposition method. Tla@sehe main results of
the paper.
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