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Abstract

In this paper, we obtain a theorem on the degreappioximation of function
belonging to the Lipschitz class by (E, q) ¢F,product means of its Fourier
series. Our theorem provides the Jackson ordehasiegree of approximation.
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1 Definition and Notations

Let f be Z — periodic and L- integrable ov¢, =]. The Fourier series
of f ata pointx is given by

(1.1) f(x) =

| =

a, + Zfﬂ,\_ coskx + b, sin kx).
k=1

Afunctionf eLlipa (0 < a < 1)if
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1.2) flx+1t) — f(x) = o(t]%).
It may be observe that such functions are necdégsaritinuous.

The degree of approximation of a functighR — R by a trigonometric
polynomial ¢, of ordem is defined by Zygmund [12, p-114],

(1.3) t, —fll = sup{lt, (x) —f(x)]:x € R},

Let ¥_,a, be given infinite series with the sequenga] of partial
sums of its firs{n+1)-terms. The Euler means of the sequente,) are defined
by

(E.q) = Ef=(q+ 1}-“2 (1)@ s @z0),

where E? is defined to bes,,. If t, - s ;asn — =, we say that(s,) or
Yr_,a, issummablelE,q) (g = 0)to s or symbolically we write

(s,) € s(E,q), forg = 0. See Hardy [8, p-180] and for real and compldxes of
g # —1, see Chandra [5].

The sequence(s,,) is said to be summablgc, ) (6 > —1) to limit s

n
syt 5-1
(A,.} Ay Sy 2?5 asn—ow,
k=0

where 4% are the binomial coefficients. See Zygmund [+Z6p

The (E,q) transform of the (C,&) transform defines theE,q)(C,&)
transform of the partial sums, of the serie&;_,a, .

The transform (E,g)(C,6) reduces tolE,q) and (C,d) respectively for
=0 andg=0.

Thus if

v=0

(E.C) =(1+ q)Z@ q(A)'Y Alg— asn- o,

Then the serie§.>,a,, is said to be summable W, q)(C,5) means or simply
summableE,g)(C,8) tos
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Let s, (f ;x) be then™ partial sum of the series (1.1). Theg q)(C, &)
mean ofs, (f ;x)), whereq = 0 andé = —1 , is given by

0a  (EC)(r=(a [ a (A 'S Aol 1)

k=0

We shall use the following notations for each R:

(1.5) 0,(t) = f(x+ 1) + f(x — £) — 2f(x).
| 1 X _sin(2n +1)(t/2)
(1.6) D (t)= S+t ; cos kt = 2sin(e/2)
(1.7) KS ()= (48)" ) 457iD.(®).
§_fv+d
(1.8) 4=("7°) =o.

2 I ntroduction

The degree of approximation of functions belongity Lip a
(0 <@ = 1), by Cesiro means and Norlund means have been discussed by a
number of researchers like Lebesgue [9], Alexitsajid Chandra [6].

In 1910, Lebesgue [9] proved the following :

Theorem A: If f e, nLipa (0<a<= 1) then
(2.1) Is,.(f)— fll = 0{n" “logn}.

In 1961, Alexits [1, p-301] proved the followingoalg with other results.

TheoremB: If f eC,, nLipa (0 < a < 1) then
max

(22) 0< x< Errlf(r)_ J-:{fvt)l = G{H_E}'
where 0 < e < r < 1 and & (f;x) is (C,r)-mean of s, (f; x).
The casea = r = 1 was proved by Bernstein [3].

In 1981, Chandra [6] proved the following :
Theorem C: If f e, nLipa (0<a<= 1) then

(2.3) |E2 (F) - fll = ofn™=/2} (@ >0).
The estimate in (2.3) was improved by Chandra [7].

In 2010, Nigam [10] obtained the following result product summability
method:
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TheoremD: If f e, nLlipa (0<a< 1) then
(2.4) I(EC);, — fll = 0{(n+ 1)7=}.

and, Tiwari and Bariwal [11] proved the followingrf (E,1)(C,1) and
(E,q)(C,1) means of its Fourier series.

TheoremE: If f e, nLlipa (0< a < 1) then

(2.5) [(EO)E — fll = 0{(n+ 1)7=3}.

In this paper we obtain a theorem on the degresppfoximation of continuous
functions by (E,q)(C,8) means of its Fourier series. This generalizesakalt

for (E,1)(C,1) and(E,q)(C,1) means.
Theorem: If f e C,. nLipa (0<a< 1) then
0{(n+1)“}, (0<a<d<1)(0<a<1, §d>1)

26)  [(E.G) (B0 -fm) = |
- 0{(n+1)"%log (n+1)}, (D<a<d<1).

3 Lemmas
We shall use the following lemmas in the proofted theorems:

Lemmal[12,p-¥M4]: For(0 < <1),n=123——, 0=t <,
(3.1) |KZ(8)]| < Agv~fr~6+1
where 4; depending ord only.

Lemma 2[4]: For g = 0,

n

(3.2) Z (:T) " (e+ 1) =0 (1+ q)"*t s b

v=0
Lemma3: For & = 1,

_ 5
(3.3) K2(5)| = 0(1) (m)

Proof: By (1.8), we have

|kZ ()] =

(a8)™ Z 4371 D(0) |
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v

"> aissin(ak + 1) (e/2)

1 PR
= 2sin(t/2) (A”) —

where 45~1 is monotonic decreasing then it gives maximunueat k=0, by
Abel’'s lemma

1 N-1,5-1 mMax o
= 2(t/m) [A:) A 0<k <v Z sin(2k +1)(t/2)
x=k
- é
T (v+ 1)

This completes the proof of the Lemma.

4  Proof of the Theorem
Thenthpartial sum of the series (1.1) (see Zygmund [120]) is,
S =f @+ [ 0.0 D0
0

Then

n

(,6) )1 @)= [ 0.0+ Y (D)am(4) " ) 4tz p (0

k=0

dt

(5,), ()~ F ()] <= j 0,()

u+wi(:)qv«-rus)-“zag:m

= ”1' T “:l: Say.

Now, foro < t < —

, sinnt < nsint , see Zygmund [12, p-91],

i< f 19.(2) (1+q)-ﬂz(E)q"-=(ﬂﬁ)"ZA§:;Dk[r} dt
< f . @1+ Yy (Ba(4)™ Y asier+

1]
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We have by Boos [2, p-104]1

L AL "
nso [ le@ia+a™) (2)e@o+ va,
o v=0

®

A+1}

1
E—j 10,(t)| (2n+ 1)dt,
2m
(1]

by (1.2), we have ,

L4l

=0(n+1) j t*dt,
D

4.1) =0(n+1)""
by (1.8), we have

1 r < :
<= [ 10,01+ (3)a k()] dr
1 v=0

Case-l: for ¢ < 1, by Lemma 1, we have

T
1 _ M\ v g (541
<z [ 1.0la+a™ Y (7)araee@ d
1 v=0

fn-!-l,l

n

A [ R :
<4 f 0.1 1 +9) " Y (D) (w+ 1F e
T R
1
n+l

v=0
by Lemma 2 and (1.2), we get
Ll =0((n+1)7%) J e840 gy
1

tn+1)

Condition |: when & = & , then

Ll =0((n+1)7%) J tdt
1
in+1)

(4.2) = 0((n+ 1)7%) log(n + 1).

Condition Il: when & < &, then
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L] = 0((n+ 1}'*’3)[9"");_
AFl)

(4.3) =0((n+1)7%).
Combining (4.2) and (4.3), we have

o{(n+1)"%}, D<a<d=1)
(4.4) I, ={

Of(n+1)%log(n+1)}, (O<a<d=1).

Case-ll: for é = 1, by Lemma 3, we have

n

- [ w@ia+ro™) (e orpm ¢
1

Cl Wy

L] <

AT
By Lemma 3 and (1.2), we have

=0((n+1)7Y) f %2 dt
1

n+1l
(4.5) =0((n+ 1)7°).
Now, collecting the estimate (4.1), (4.4) and (4/&)get required result (2.6).
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