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Abstract
Convergence in probability of random Riemann sums of a Lebesgue inte-
grable function on [0,1) to the integral has been proved. In this article we
generalize the result to an abstract probability space under some natural con-
ditions and we show Li- convergence rather than convergence in probability..
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1 Introduction

The concept of random Riemann sums is considered in [1,2,3,4,5,6]. We present
a somehow modified definition of it as follows.

Denote the interval [0,1) by I, and let Iy be equipped with the Borel o-
algebra B. Let m be the Lebesgue measure on B.
Let Py be a finite partition of I by intervals of positive length. We note that
any collection of disjoint non-empty intervals can be ordered naturally in terms
of the natural order of real numbers. Let this order too be denoted by < .
Let J;, 1 <1 < n, be the intervals constituting Py s.t. J; < Jo < ... < J,.
Corresponding to Py, there is a unique finite sequence z;, 0 < i < n, of
elements of Iy s.t. 0 =z <21 < .. <z, =1 and s.t. z;_; and x; are the end
points of J;, for 1 < i < n. In what follows Py is fixed unless otherwise stated.
For an arbitrary nonempty set S if P; and P, are partitions of S, we say P,
is a refinement of P; and write P; =< Py if each element of P; is a union of



2 E. Dastranj

elements of Py. In this article partitions of I in the position that I is assumed,
i.e. when it is the range space of transformations, are as defined above. Hence
if P; and P, are partitions of Iy, then P; < Py if and only if the sequence
corresponding to P; is a subsequence of that corresponding to P;. The norm
of Py wr.t. mis || Py ||:= max{m(J;) : 1 <i<n}. Foreachi, 1<i<n,
let t; € J; be a random variable with uniform distribution in J;.

Definition 1.1 Let f: Iy — R be a Lebesque integrable function. For the
partition Py of 1y, the random Riemann sum of f w.r.t. Py is defined to be the
T.0.

Sp(f) = Z FEym(Js).

Definition 1.2 Let (2, F, 1) be a probability space.Call for a partition P
of Q consisting of elements of F, sup;ep u(I) the norm of P, w.r.t. p and
denote it by | P |, -

Definition 1.3 For a probability space (0, F, i) a sequence {2, },>1 of par-
titions of Q2 is called a system of partitions if:

1. for each n > 1, A, is a countable collection of elements of F;,
2. the collection Un21 A, of subsets of Q) generates F;
3. lim, oo | Ay |,=0.

Call a system of partitions decreasing if for eachn > 1, A,y is a refinement
of A,.

Henceforth A,,, n > 1, denotes a decreasing system of partitions of €2 and
A - UnzlAn-

It is not difficult to see that if for each w, {w} € F, the condition | A, |,—
0 is equivalent to u being diffuse, i.e. having no atoms.

Remark 1.4 Fuclidean spaces and more generally, locally compact second
countable Hausdorff topological spaces and hence complete separable, i.e. Pol-
ish, metric spaces, with Borel o-algebras and diffuse probability measures, when
they admit such measures, yield decreasing systems of partitions.

In the sequel we assume (£, F, ) is a fixed probability space for which
1 is atomless and there exists a decreasing system A,, n > 1 of partitions.
Although to some stage we can proceed on a more general basis as described
above, for the sake of simplicity and clarity we assume, in what follows, finite
partitions for €2 instead of countable ones. Further we assume partitions have
elements with positive, instead of nonnegative measures.
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Let P be a (finite) partition of {2 consisting of measurable sets Ay, As, ..., Ay
(such that for each i, 1 <1i <k, u(4;) >0).

For each i, 1 < i <k, let z; be a random element of A; € P, chosen according
to the probability law p;(.) = u’égz).

There are randomization mechanisms, i.e. probability spaces which yield the
required random elements. In all cases in this article, appropriate randomiza-
tion mechanisms can be shown to exist[2].

Suppose f : (Q, F,u) — (R,Bg) is an integrable function where Bg is the

Borel g-algebra in R. In the sequel f will remain fixed.

Definition 1.5 The random Riemann-Stieltjes sum of f w.r.t. ‘P is defined
to be

Note that when Q = Iy, F =B, and = m, then S,(f) = Sp(f).

In [3] the sequence of random Riemann sums are considered for a fixed and
non-random sequence of partitions {A, },>1 of Iy such that A, < A, 11,n > 1,
| A, ||[— 0 and ¢;’s are taken to be independent, and it is proved that such
a sequence of random Riemann sums tends to [ Io fdm, a.s..

In [1] ¢;’s are taken to be independent and some results are proved for ar-
bitrary but non-random, not necessarily being refined, sequences of partitions
for which again the corresponding sequence of norms w.r.t. the Lebesgue mea-
sure m is assumed to tend to zero.

The following is a modified version of Proposition 2.1. of [1]:

For any ¢ > 0, and any sequence of partitions P,, n

> 1, of Iy whose
elements are finite unions of disjoint intervals, if lim,, ., || P, |

|= 0, then

P(] Sp,(f)— | fdm|>¢€) — 0.

Iy

In [6] based on the construction of a mapping from a general probability

space (€2, F, 1) to (Io, B, m) under some reasonable and rather weak and gen-
eral conditions, results of [3] and [1] are generalized, from the space (/y, B, m)
to (2, F, u).
In this paper L;-convergence of the random sequence Sy (f), n > 1, to [, fdu
is proved. It will easily be seen (Theorem2, below) that by the method applied
here, in the case of [1] too, without the assumption of independence of z;’s,
Ly-convergence can be deduced.
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2 Conclusion
These are the main results of the paper.

Theorem 2.1 The random sequence S\ (f),n > 1, convergence to [, fdu
in<LL

Theorem 2.2 Let g : Iy — R be a Lebesgue integrable function and
{Pn}n>1 be a sequence of partitions of Iy s.t. || P, ||[— 0. Then the ran-
dom Riemann sums of g, Sp,(g), convergence to ro gdm in L.

Lemma 2.3 Every indicator function can be approximated by a finite linear
combination of indicator functions of elements of A, i.e. for each A € F and
each € > 0 there exists M € N and members of A like Iy, I, ..., Iy such that

E|xa _Zr]y:lXIn |<e

Proof. For each € > 0, there is a sequence I,,, n > 1, of disjoint elements

of Ast. AC U, In, and
€
n>1
Let N be s.t.
N €
M(U In) - M(U In) < 5
n>1 n=1
Then
N N
M(Uln_A)'f‘M(A_ UIn) <€
n=1 n=1
Hence

E|lxa—X_ x5 |<el

Proof of Theorem 2.1: Let £ be the set of all finite linear combinations
of indicator functions of elements of A. We take the following standard steps.

1. It is clear that if a function g can be approximated by a member of L,
then so can cg for ¢ € R.

2. If functions ¢g; and go can be approximated by members of L, then so
can gi + ga.

3. If g1, go, ... is an increasing sequence of non-negative integrable functions
increasing to the integrable function h, and for each n > 1, g, can be
approximated by a member of £, then so can h.
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4. In view of the above steps, and Lemmal, for any € > 0 there is an element
g€eLst. Elf—g|<e

5. For each I € A, for sufficiently large n we have

Sh, (xr) = p(I),

hence for any g € L, for sufficiently large n,

Sh, (9) — /diu = 0.

It becomes clear that in terms of the L; norm, the set £ is dense in the
collection of integrable functions on (€2, F, ). Therefore for any ¢ > 0,
there exists g € Ls.t. [ | f—g|<e

For any n > 1, we have

Sa.(f) =S4, (9) + 54, (h),
and for any h and any n,
P18, [ hdp 1< B Qu) + [ 1n1=2 [ n].

Let h=f—g.
For sufficiently large n, we have

E|SA,(9) — / gdu| = 0.
Q
So for sufficiently large n,

E|Sh,(1)- [ 1< E1 84, (0)- [ gdu| +E1 85,00~ [ b | <o+2cm
Q Q Q

Proof of Theorem 2.2: Since the Riemann integrable functions are dense
in Ly, in the step 5 above, it is sufficient to take g to be a Riemann integrable
function s.t. f =g+ h.1

References

[1] J. Grahl, A random approach to the Lebesgue integral, J. Math. Anal.
Appl., 340(1) (2008), 358-365.

[2] C.S. Kahane, Evaluating Lebesgue integrals as limits of Riemann sums,
Math. Japonica, 38(6) (1993), 1073-1076.



3]

E. Dastranj

J.C. Kieffer and C.V. Stanojevic, The Lebesgue integral as the almost sure
limit of random Riemann sums, Proc. Amer. Math. Soc., 85(3) (1982),
389-392.

A.S. Pruss, Randomly sampled Riemann sums and complete converjence
in the law of larg numbers for a case without identical distribution, Proc.
Amer. Math. Soc., 124(3) (1996), 919-929.

A. Varsei and E. Dastranj, Further randomization of Riemann sums lead-
ing to the lebesgue integral, Indian J. Pure Appl. Math., 42(6) (2011),
493-509.

A. Varsei and E. Dastranj, An approach to integral w.r.t. measure through
random sums, Dynam. Syst. Appl., 23(1) (2014), 31-38.



