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#### Abstract

Let $m=2 l$ be a positive natural number, $l=1,2, \ldots$. A Finslerian metric $F$ is called an $m$-th root metric if its $m$-th power $F^{m}$ is of class $C^{m}$ on the tangent manifold $T M$. Using some homogeneity properties, the local expression of $F^{m}$ is a polynomial of degree $m$ in the variables $y^{1}, \ldots, y^{n}$, where $\operatorname{dim} M=n . F$ is locally symmetric if each point has a coordinate neighbourhood such that $F^{m}$ is a symmetric polynomial of degree $m$ in the variables $y^{1}, \ldots, y^{n}$ of the induced coordinate system on the tangent manifold. Using the fundamental theorem of symmetric polynomials, the reduction of the number of the coefficients depending on the position makes the computational processes more effective and simple. In the paper we present some general observations about locally symmetric $m$-th root metrics. Especially, we are interested in generalized Berwald surfaces with locally symmetric fourth root metrics. The main result (Theorem 3.2) is their intrinsic characterization in terms of the basic notions of linear algebra. We present a one-parameter family of examples as well. The last section contains some computations in 3D. They are supported by the MAPLE mathematics software (LinearAlgebra).
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## 1 Introduction

Let $M$ be a differentiable manifold with local coordinates $u^{1}, \ldots, u^{n}$. The induced coordinate system of the tangent manifold $T M$ consists of the functions $x^{1}, \ldots, x^{n}$ and $y^{1}, \ldots, y^{n}$. For any $v \in T_{p} M, x^{i}(v)=u^{i} \circ \pi(v)$ and $y^{i}(v)=v\left(u^{i}\right)$, where $\pi: T M \rightarrow M$ is the canonical projection, $i=1, \ldots, n$. Introducing the so-called Liouville vector field $C:=y^{i} \partial / \partial y^{i}$, it can be easily seen that the integral curves of $C$ are of the form $e^{t} v$ for any nonzero $v \in T M$. If the function $f: T M \rightarrow \mathbb{R}$ is differentiable on the complement of the zero section such that $f(t v)=t^{k} f(v)$ for any

[^0]positive $t \in \mathbb{R}$, then we have that
$$
C(v) f=\frac{d}{d t}\left(f\left(e^{t} v\right)\right)_{t=0}=k f(v)
$$
and vice versa. This means that the function $f$ is positively homogeneous of degree $k$ if and only if $C f=k f$. It is the so-called Euler's theorem on homogeneous functions.

A Finsler metric [3] is a continuous function $F: T M \rightarrow \mathbb{R}$ satisfying the following conditions: $F$ is smooth on the complement of the zero section (regularity), $F(t v)=t F(v)$ for all $t>0$ (positive homogeneity) and the Hessian $g_{i j}=\partial^{2} E / \partial y^{i} \partial y^{j}$, where $E=\frac{1}{2} F^{2}$, is positive definite at all nonzero elements $v \in T M$ (strong convexity).

A linear connection $\nabla$ on the base manifold $M$ is called compatible to the Finslerian metric if the parallel transports with respect to $\nabla$ preserve the Finslerian length of tangent vectors. Finsler manifolds admitting compatible linear connections are called generalized Berwald manifolds. It can be easily seen [10] that a linear connection $\nabla$ on the base manifold $M$ is compatible to the Finslerian metric function if and only if the induced horizontal distribution is conservative, i.e. the derivatives of the fundamental function $F$ vanish along the horizontal directions with respect to $\nabla$ :

$$
\begin{equation*}
\frac{\partial F}{\partial x^{i}}-y^{j} \Gamma_{i j}^{k}(x) \frac{\partial F}{\partial y^{k}}=0 \quad(i=1, \ldots, n) \tag{1.1}
\end{equation*}
$$

where $\Gamma_{i j}^{k}(x)$ 's are the connection parameters and the associated horizontal distribution belonging to $\nabla$ is spanned by the vector fields of type $\partial / \partial x^{i}-y^{j} \Gamma_{i j}^{k}(x) \partial / \partial y^{k}$. Equation (1.1) is called the compatibility equation.

The concept of generalized Berwald manifolds goes back to V. Wagner [12]; the adaptation of the starting results can be found in [11]. For a summary of the recent trends and some general results in the theory of generalized Berwald manifolds see [10]. To express the compatible linear connection in terms of the canonical data of the Finsler manifold is the problem of the intrinsic characterization we are going to solve in some special cases of locally symmetric $m$-th root metrics. Especially, we are interested in generalized Berwald surfaces with locally symmetric fourth root metrics. The main result (Theorem 3.2) is their intrinsic characterization in terms of the basic notions of linear algebra. We present a one-parameter family of examples as well. The last section contains some computations in 3D. They are supported by the MAPLE mathematics software (LinearAlgebra).

## 2 Locally symmetric $m$-th root metrics

Definition 2.1. Let $m=2 l$ be a positive natural number, $l=1,2, \ldots$ A Finslerian metric $F$ is called an $m$-th root metric if its $m$-th power $F^{m}$ is of class $C^{m}$ on the tangent manifold $T M$.

Using that $F$ is positively homogeneous of degree one, its $m$-th power is homogeneous of degree $m$. Since it is of class $C^{m}$ on the tangent manifold $T M$ (including the zero section), its local form must be a polynomial of degree $m$ in the variables $y^{1}$, $\ldots, y^{n}$ as follows:

$$
\begin{equation*}
F^{m}(x, y)=\sum_{i_{1}+\ldots+i_{n}=m} a_{i_{1} \ldots i_{n}}(x)\left(y^{1}\right)^{i_{1}} \cdot \ldots \cdot\left(y^{n}\right)^{i_{n}} \tag{2.1}
\end{equation*}
$$

Finslerian metrics of the form (2.1) has been introduced by Shimada [6]. They are generalizations of the so-called Berwald-Moór metrics. The geometry of the $m$-th root metrics and some special cases have been investigated by several authors such as M. Matsumoto, K. Okubo, V. Balan, N. Brinzei, L. Tamássy, A. Tayebi and B. Najafi etc. in [1], [2], [4], [5], [7] and [8].

Remark 2.2. Riemannian metrics are 2 nd root metrics, i.e. $m=2$.
Definition 2.3. $F$ is locally symmetric if each point has a coordinate neighbourhood such that $F^{m}$ is a symmetric polynomial of degree $m$ in the variables $y^{1}, \ldots, y^{n}$ of the induced coordinate system on the tangent manifold.

Suppose that formula (2.1) is a symmetric expression of $F(x, y)$ in the variables $y^{1}, \ldots, y^{n}$. Using the fundamental theorem of symmetric polynomials, we can write that

$$
\begin{equation*}
F^{m}(x, y)=P\left(s^{1}, \ldots, s^{n}\right) \tag{2.2}
\end{equation*}
$$

where

$$
s^{1}=y^{1}+\ldots+y^{n}, s^{2}=y^{1} y^{2}+\ldots+y^{n-1} y^{n}, \ldots, s^{n}=y^{1} \cdot \ldots \cdot y^{n}
$$

are the so-called elementary symmetric polynomials. The polynomial $P$ with coefficients depending on the position is called the local characteristic polynomial of the locally symmetric $m$-th root metric. Using the homogeneity properties, the reduction of the number of the coefficients depending on the position is

$$
\begin{equation*}
F^{m}(x, y)=\sum_{j_{1}+2 j_{2}+\ldots+n j_{n}=m} c_{j_{1} \ldots j_{n}}(x)\left(s^{1}\right)^{j_{1}} \cdot \ldots \cdot\left(s^{n}\right)^{j_{n}} . \tag{2.3}
\end{equation*}
$$

The following tables show the possible values of the powers $j_{1}, \ldots, j_{n}$ in case of $n=2,3,4,5$ and $m=4$ (fourth root metrics). The corresponding local characteristic polynomials are of the form

$$
\begin{gathered}
P\left(s^{1}, s^{2}\right)=c_{40}(x)\left(s^{1}\right)^{4}+c_{21}(x)\left(s^{1}\right)^{2} s^{2}+c_{02}(x)\left(s^{2}\right)^{2}, \\
P\left(s^{1}, s^{2}, s^{3}\right)=c_{400}(x)\left(s^{1}\right)^{4}+c_{210}(x)\left(s^{1}\right)^{2} s^{2}+c_{020}(x)\left(s^{2}\right)^{2}+c_{101}(x) s^{1} s^{3} \\
P\left(s^{1}, s^{2}, s^{3}, s^{4}\right)=c_{4000}(x)\left(s^{1}\right)^{4}+c_{2100}(x)\left(s^{1}\right)^{2} s^{2}+c_{0200}(x)\left(s^{2}\right)^{2}+c_{1010}(x) s^{1} s^{3}+ \\
c_{0001}(x) s^{4} .
\end{gathered}
$$

| $n=2$ |  |
| :--- | :--- |
| $j_{1}+2 j_{2}=4$ |  |
| $j_{1}=4$ | $j_{2}=0$ |
| $j_{1}=2$ | $j_{2}=1$ |
| $j_{1}=0$ | $j_{2}=2$ |
| - | - |
| - | - |


| $n=3$ |  |  |
| :---: | :---: | :---: |
| $j_{1}+2 j_{2}+3 j_{3}=4$ |  |  |
| $j_{1}=4$ | $j_{2}=0$ | $j_{3}=0$ |
| $j_{1}=2$ | $j_{2}=1$ | $j_{3}=0$ |
| $j_{1}=0$ | $j_{2}=2$ | $j_{3}=0$ |
| $j_{1}=1$ | $j_{2}=0$ | $j_{3}=1$ |
| - | - | - |


| $n=4$ |  |  |  |
| :---: | :---: | :---: | :---: |
| $j_{1}+2 j_{2}+3 j_{3}+4 j_{4}=4$ |  |  |  |
| $j_{1}=4$ | $j_{2}=0$ | $j_{3}=0$ | $j_{4}=0$ |
| $j_{1}=2$ | $j_{2}=1$ | $j_{3}=0$ | $j_{4}=0$ |
| $j_{1}=0$ | $j_{2}=2$ | $j_{3}=0$ | $j_{4}=0$ |
| $j_{1}=1$ | $j_{2}=0$ | $j_{3}=1$ | $j_{4}=0$ |
| $j_{1}=0$ | $j_{2}=0$ | $j_{3}=0$ | $j_{4}=1$ |

The case $n=4$ also shows the special form of the local characteristic polynomial of locally symmetric fourth root metrics for $n \geq 5$ up to the formal zero powers for the terms $s_{5}, \ldots, s_{n}$. If $n=5$ then we have that

$$
\begin{gathered}
P\left(s^{1}, s^{2}, s^{3}, s^{4}, s^{5}\right)=c_{40000}(x)\left(s^{1}\right)^{4}+c_{21000}(x)\left(s^{1}\right)^{2} s^{2}+c_{02000}(x)\left(s^{2}\right)^{2}+c_{10100}(x) s^{1} s^{3}+ \\
c_{00010}(x) s^{4} .
\end{gathered}
$$

Corollary 2.1. A locally symmetric fourth root metric is locally determined by at most five components of its local characteristic polynomial.

### 2.1 Regularity properties

Let us introduce the following notations

$$
\begin{aligned}
A:=F^{m}(x, y) & =\sum_{i_{1}+\ldots+i_{n}=m} a_{i_{1} \ldots i_{n}}(x)\left(y^{1}\right)^{i_{1}} \cdot \ldots\left(y^{n}\right)^{i_{n}} \\
A_{i} & :=\frac{\partial A}{\partial y^{i}} \text { and } A_{i j}:=\frac{\partial^{2} A}{\partial y^{i} \partial y^{j}} .
\end{aligned}
$$

Lemma 2.2. The function $F=\sqrt[m]{A}$ is a Finsler metric if and only if $A_{i j}(v)$ is a positive definite matrix for any nonzero $v \in \pi^{-1}(U)$.

Proof. Suppose that $A_{i j}(v)$ is a positive definite matrix for any nonzero $v \in \pi^{-1}(U)$. Then, by the homogeneity properties,

$$
0<y^{i} y^{j} A_{i j}=m(m-1) A
$$

i.e. we can introduce a positive valued one-homogeneous function $F=\sqrt[m]{A}$ on the complement of the zero section in $\pi^{-1}(U)$. Since $A=\left(F^{2}\right)^{l}$,

$$
A_{i j}=2^{l} l E^{l-1}\left(g_{i j}+\frac{l-1}{E} \frac{\partial E}{\partial y^{i}} \frac{\partial E}{\partial y^{j}}\right), \text { where } E=\frac{1}{2} F^{2} .
$$

Taking linearly independent vertical vector fields $V_{1}, \ldots, V_{n-1}$ such that $V_{i}(v) E=0$ at a given $v \in \pi^{-1}(U)$, it follows that $V_{1}, \ldots, V_{n-1}, C$ is a basis of the vertical subspace $V_{v} T M$. We have

$$
V_{k}^{i}(v) V_{k}^{j}(v) g_{i j}(v)=\frac{V_{k}^{i}(v) V_{k}^{j}(v) A_{i j}(v)}{2^{l} l E^{l-1}(v)}>0 \text { and } C^{i} C^{j} g_{i j}=y^{i} y^{j} g_{i j}=2 E>0
$$

in the sense of Euler's theorem on homogeneous functions. This means that $g_{i j}(v)$ is a positive definite matrix for any non-zero $v$. The converse of the statement is clear because of

$$
y^{i} y^{j} A_{i j}(v)=2^{l} l E^{l-1}(v)\left(y^{i} y^{j} g_{i j}(v)+\frac{l-1}{E(v)}\left(y^{i} \frac{\partial E}{\partial y^{i}}(v)\right)^{2}\right)
$$

i.e. if $g_{i j}(v)$ is a positive definite matrix, then $A_{i j}(v)$ is also positive definite for any non-zero $v \in \pi^{-1}(U)$.

## 3 Finsler surfaces with locally symmetric fourth root metrics

Let $M$ be a two-dimensional Finsler manifold (Finsler surface) with a locally symmetric fourth root metric $F=\sqrt[4]{A}$. Its local characteristic polynomial must be of the form

$$
\begin{equation*}
P\left(s^{1}, s^{2}\right)=A(x, y)=a(x)\left(y^{1}+y^{2}\right)^{4}+b(x)\left(y^{1}+y^{2}\right)^{2} y^{1} y^{2}+c(x)\left(y^{1} y^{2}\right)^{2} \tag{3.1}
\end{equation*}
$$

where $a(x)=c_{40}(x), b(x)=c_{21}(x)$ and $c(x)=c_{02}(x)$. Differentiating (3.1)

$$
\begin{aligned}
& A_{1}=4 a(x)\left(y^{1}+y^{2}\right)^{3}+2 b(x)\left(y^{1}+y^{2}\right) y^{1} y^{2}+b(x)\left(y^{1}+y^{2}\right)^{2} y^{2}+2 c(x) y^{1}\left(y^{2}\right)^{2} \\
& A_{2}=4 a(x)\left(y^{1}+y^{2}\right)^{3}+2 b(x)\left(y^{1}+y^{2}\right) y^{1} y^{2}+b(x)\left(y^{1}+y^{2}\right)^{2} y^{1}+2 c(x) y^{2}\left(y^{1}\right)^{2}
\end{aligned}
$$

By some further computations

$$
\begin{equation*}
A_{11}=12 a(x)\left(y^{1}\right)^{2}+(24 a(x)+6 b(x)) y^{1} y^{2}+(12 a(x)+4 b(x)+2 c(x))\left(y^{2}\right)^{2} \tag{3.2}
\end{equation*}
$$

$$
\begin{gather*}
A_{12}=A_{21}=(12 a(x)+3 b(x))\left(y^{1}\right)^{2}+(24 a(x)+8 b(x)+4 c(x)) y^{1} y^{2}+  \tag{3.3}\\
(12 a(x)+3 b(x))\left(y^{2}\right)^{2},
\end{gather*}
$$

$$
\begin{equation*}
A_{22}=(12 a(x)+4 b(x)+2 c(x))\left(y^{1}\right)^{2}+(24 a(x)+6 b(x)) y^{1} y^{2}+12 a(x)\left(y^{2}\right)^{2} \tag{3.4}
\end{equation*}
$$

Introducing the functions

$$
\begin{equation*}
l(x):=a(x), m(x):=4 a(x)+b(x), n(x):=6 a(x)+2 b(x)+c(x) \tag{3.5}
\end{equation*}
$$

we have that

$$
\begin{align*}
& A_{1}=4 l(x)\left(y^{1}\right)^{3}+3 m(x)\left(y^{1}\right)^{2} y^{2}+2 n(x) y^{1}\left(y^{2}\right)^{2}+m(x)\left(y^{2}\right)^{3}  \tag{3.7}\\
& A_{2}=m(x)\left(y^{1}\right)^{3}+2 n(x)\left(y^{1}\right)^{2} y^{2}+3 m(x) y^{1}\left(y^{2}\right)^{2}+4 l(x)\left(y^{2}\right)^{3} \tag{3.8}
\end{align*}
$$

Since

$$
\left[\begin{array}{c}
l \\
m \\
n
\end{array}\right]=\left[\begin{array}{lll}
1 & 0 & 0 \\
4 & 1 & 0 \\
6 & 2 & 1
\end{array}\right]\left[\begin{array}{l}
a \\
b \\
c
\end{array}\right] .
$$

is a regular linear transformation, the coefficients $a(x), b(x), c(x)$ are uniquely determined by $l(x), m(x), n(x)$ and vice versa. Using (3.2), (3.3) and (3.4)

$$
\begin{gathered}
A_{11}=\left[\begin{array}{ll}
y^{1} & y^{2}
\end{array}\right]\left[\begin{array}{ll}
12 l & 3 m \\
3 m & 2 n
\end{array}\right]\left[\begin{array}{l}
y^{1} \\
y^{2}
\end{array}\right], A_{12}=A_{21}=\left[\begin{array}{ll}
y^{1} & y^{2}
\end{array}\right]\left[\begin{array}{ll}
3 m & 2 n \\
2 n & 3 m
\end{array}\right]\left[\begin{array}{l}
y^{1} \\
y^{2}
\end{array}\right], \\
A_{22}=\left[\begin{array}{ll}
y^{1} & y^{2}
\end{array}\right]\left[\begin{array}{cc}
2 n & 3 m \\
3 m & 12 l
\end{array}\right]\left[\begin{array}{l}
y^{1} \\
y^{2}
\end{array}\right] .
\end{gathered}
$$

Therefore $A_{i j}=\left[\begin{array}{ll}A_{11} & A_{12} \\ A_{21} & A_{22}\end{array}\right]$ is positive definite if and only if

$$
\left[\begin{array}{cc}
12 l & 3 m \\
3 m & 2 n
\end{array}\right] \text { and }\left[\begin{array}{cc}
12 l & 3 m \\
3 m & 2 n
\end{array}\right]\left[\begin{array}{cc}
2 n & 3 m \\
3 m & 12 l
\end{array}\right]-\left[\begin{array}{cc}
3 m & 2 n \\
2 n & 3 m
\end{array}\right]^{2}
$$

are positive definite. Using some direct computations

$$
\left[\begin{array}{cc}
12 l & 3 m \\
3 m & 2 n
\end{array}\right]\left[\begin{array}{cc}
2 n & 3 m \\
3 m & 12 l
\end{array}\right]-\left[\begin{array}{cc}
3 m & 2 n \\
2 n & 3 m
\end{array}\right]^{2}=\left[\begin{array}{cc}
24 n l-4 n^{2} & 72 m l-12 n m \\
0 & 24 n l-4 n^{2}
\end{array}\right]
$$

and, consequently,

$$
\begin{equation*}
12 l>0, \quad 24 l n-9 m^{2}>0 \text { and } 24 n l-4 n^{2}>0 \tag{3.9}
\end{equation*}
$$

Especially (3.9) is equivalent to

$$
\begin{equation*}
6 l>n>0 \text { and } \frac{8}{3} n l>m^{2} . \tag{3.10}
\end{equation*}
$$

### 3.1 Generalized Berwald surfaces with locally symmetric fourth root metrics

Let $\nabla$ be a linear connection on the base manifold $M$ equipped with a locally symmetric fourth root metric $F=\sqrt[4]{A}$ and suppose that the parallel transports preserve the Finslerian length of tangent vectors. The compatibility condition (1.1) can be written into the form

$$
\begin{equation*}
\frac{\partial A}{\partial x^{i}}-y^{j} \Gamma_{i j}^{k}(x) \frac{\partial A}{\partial y^{k}}=0 \quad(i=1,2) \tag{3.11}
\end{equation*}
$$

Substituting (3.6), (3.7) and (3.8) into (3.11), we get the following system of linear equations

$$
\left[\begin{array}{cccc}
4 l & 0 & m & 0  \tag{3.12}\\
3 m & 4 l & 2 n & m \\
2 n & 3 m & 3 m & 2 n \\
m & 2 n & 4 l & 3 m \\
0 & m & 0 & 4 l
\end{array}\right]\left[\begin{array}{c}
\Gamma_{i 1}^{1} \\
\Gamma_{i 2}^{1} \\
\Gamma_{i 1}^{2} \\
\Gamma_{i 2}^{2}
\end{array}\right]=\left[\begin{array}{c}
\partial l / \partial x^{i} \\
\partial m / \partial x^{i} \\
\partial n / \partial x^{i} \\
\partial m / \partial x^{i} \\
\partial l / \partial x^{i}
\end{array}\right]
$$

because of

$$
\begin{gathered}
y^{j} \Gamma_{i j}^{k} \frac{\partial A}{\partial y^{k}}=\left(y^{1} \Gamma_{i 1}^{1}+y^{2} \Gamma_{i 2}^{1}\right) \frac{\partial A}{\partial y^{1}}+\left(y^{1} \Gamma_{i 1}^{2}(x)+y^{2} \Gamma_{i 2}^{2}\right) \frac{\partial A}{\partial y^{2}} \stackrel{(3.7),(3.8)}{=} \\
\left(4 l \Gamma_{i 1}^{1}+m \Gamma_{i 1}^{2}\right)\left(y^{1}\right)^{4}+\left(m \Gamma_{i 2}^{2}+2 n \Gamma_{i 1}^{2}+4 l \Gamma_{i 2}^{1}+3 m \Gamma_{i 1}^{1}\right)\left(y^{1}\right)^{3} y^{2}+ \\
\left(2 n \Gamma_{i 2}^{2}+3 m \Gamma_{i 1}^{2}+3 m \Gamma_{i 2}^{1}+2 n \Gamma_{i 1}^{1}\right)\left(y^{1}\right)^{2}\left(y^{2}\right)^{2}+ \\
\left(3 m \Gamma_{i 2}^{2}+4 l \Gamma_{i 1}^{2}+2 n \Gamma_{i 2}^{1}+m \Gamma_{i 1}^{1}\right) y^{1}\left(y^{2}\right)^{3}+\left(m \Gamma_{i 2}^{1}+4 l \Gamma_{i 2}^{2}\right)\left(y^{2}\right)^{4} .
\end{gathered}
$$

Lemma 3.1. If $F=\sqrt[4]{A}$ is a non-Riemannian connected generalized Berwald surface with a locally symmetric fourth root metric, then

$$
\operatorname{rank}\left[\begin{array}{cccc}
4 l & 0 & m & 0  \tag{3.13}\\
3 m & 4 l & 2 n & m \\
2 n & 3 m & 3 m & 2 n \\
m & 2 n & 4 l & 3 m \\
0 & m & 0 & 4 l
\end{array}\right]=4
$$

Proof. Suppose, in contrary, that the rank is less than 4. In case of $m(x)=0$

$$
\operatorname{rank}\left[\begin{array}{cccc}
4 l(x) & 0 & 0 & 0 \\
0 & 4 l(x) & 2 n(x) & 0 \\
2 n(x) & 0 & 0 & 2 n(x) \\
0 & 2 n(x) & 4 l(x) & 0 \\
0 & 0 & 0 & 4 l(x)
\end{array}\right]<4
$$

Therefore $n(x)=2 l(x)=2 a(x)$. Since $m(x)=0$, it follows that $b(x)=-4 a(x)$, $c(x)=4 a(x)$ and, consequently, $b^{2}(x)-4 a(x) c(x)=0$. This means that

$$
A(x, y)=a(x)\left(y^{1}\right)^{4}+2 a(x)\left(y^{1}\right)^{2}\left(y^{2}\right)^{2}+a(x)\left(y^{2}\right)^{4}=a(x)\left(\left(y^{1}\right)^{2}+\left(y^{2}\right)^{2}\right)^{2}
$$

is a complete square of the quadratic form $E(x, y)$ with respect to the variables $y^{1}$ and $y^{2}$. Using that we have a compatible linear connection, the indicatrices are quadrics at each point as the (linear) parallel translates of the indicatrix at the single point $x$. It is a contradiction because the surface is non-Riemannian. In the second case we suppose that $m(x) \neq 0$ and consider the submatrix

$$
\left[\begin{array}{cccc}
4 l(x) & 0 & m(x) & 0 \\
2 n(x) & 3 m(x) & 3 m(x) & 2 n(x) \\
m(x) & 2 n(x) & 4 l(x) & 3 m(x) \\
0 & m(x) & 0 & 4 l(x)
\end{array}\right] .
$$

If the rank is less than 4 , then its determinant must be zero:

$$
4 m(x)(6 l(x)-n(x))\left(8 l^{2}(x)-4 l(x) n(x)+m^{2}(x)\right)=0
$$

According to the regularity properties (3.9), $6 l(x)-n(x)>0$ and $m(x) \neq 0$ imply that

$$
\begin{aligned}
8 l^{2}(x)-4 l(x) n(x)+m^{2}(x) & =0 \\
8 a^{2}(x)-4 a(x)(6 a(x)+2 b(x)+c(x))+(4 a(x)+b(x))^{2} & =0 \Rightarrow b^{2}(x)-4 a(x) c(x)=0
\end{aligned}
$$ and the proof can be finished as above.

Theorem 3.2. Let $M$ be a connected non-Riemannian Finsler surface with a locally symmetric fourth root metric $F=\sqrt[4]{A}$. It is a generalized Berwald surface if and only if the coefficient matrix

$$
B:=\left[\begin{array}{cccc}
4 l & 0 & m & 0 \\
3 m & 4 l & 2 n & m \\
2 n & 3 m & 3 m & 2 n \\
m & 2 n & 4 l & 3 m \\
0 & m & 0 & 4 l
\end{array}\right]
$$

is of constant rank 4 and

$$
\operatorname{det}\left[\begin{array}{ccccc}
4 l & 0 & m & 0 & \partial l / \partial x^{i}  \tag{3.14}\\
3 m & 4 l & 2 n & m & \partial m / \partial x^{i} \\
2 n & 3 m & 3 m & 2 n & \partial n / \partial x^{i} \\
m & 2 n & 4 l & 3 m & \partial m / \partial x^{i} \\
0 & m & 0 & 4 l & \partial l / \partial x^{i}
\end{array}\right]=0 \quad(i=1,2) .
$$

The compatible linear connection is uniquely determined by the formula

$$
\left[\begin{array}{l}
\Gamma_{i 1}^{1}  \tag{3.15}\\
\Gamma_{i 2}^{1} \\
\Gamma_{i 1}^{2} \\
\Gamma_{i 2}^{2}
\end{array}\right]=\left(B^{T} B\right)^{-1} B^{T}\left[\begin{array}{c}
\partial l / \partial x^{i} \\
\partial m / \partial x^{i} \\
\partial n / \partial x^{i} \\
\partial m / \partial x^{i} \\
\partial l / \partial x^{i}
\end{array}\right] \quad(i=1,2)
$$

Proof. According to Lemma 3.1, if a generalized Berwald metric is non-Riemannian, then the coefficient matrix in (3.12) is of constant rank 4 and the existence of the unique solution is equivalent to the vanishing of the determinant of the extended matrix. To conclude the explicite expression of the coefficients of the compatible linear connection note that $B^{T} B$ is the Gram matrix of the linearly independent column vectors, i.e. the Gram determinant different from zero and $B^{T} B$ is invertible. Conversely, if the rank is maximal and (3.14) holds, then the system of linear equations (3.12) has a unique solution given by formula (3.15).

### 3.2 Examples

In what follows we give explicit examples for non-constant functions satisfying (3.14). To simplify the formulation of the problem we prove that the class of generalized Berwald metrics is closed under the conformal deformation.

Definition 3.1. The Finsler metrics $F_{1}$ and $F_{2}$ are conformally related if $F_{2}(x, y)=$ $e^{\alpha(x)} F_{1}(x, y)$.

Theorem 3.3. The class of generalized Berwald metrics is closed under the conformal deformation.

Proof. If the compatibility equation (1.1) holds for the Finsler metric $F_{1}$ then we have that

$$
\frac{\partial F_{2}}{\partial x^{i}}-y^{j} \Gamma_{i j}^{k}(x) \frac{\partial F_{2}}{\partial y^{k}}=e^{\alpha(x)}\left(\frac{\partial F_{1}}{\partial x^{i}}-y^{j} \Gamma_{i j}^{k}(x) \frac{\partial F_{1}}{\partial y^{k}}\right)+F_{2} \frac{\partial \alpha}{\partial x^{i}}=F_{2} \frac{\partial \alpha}{\partial x^{i}}
$$

This means that the compatibility equation

$$
\begin{equation*}
\frac{\partial F_{2}}{\partial x^{i}}-y^{j}\left(\Gamma_{i j}^{k}(x)+\frac{\partial \alpha}{\partial x^{i}}(x) \delta_{j}^{k}\right) \frac{\partial F_{2}}{\partial y^{k}}=0 \quad(i=1, \ldots, n) \tag{3.16}
\end{equation*}
$$

holds for the Finsler metric $F_{2}$.

In the sense of the previous theorem we can suppose that $4 l(x)=1$ (conformal deformation of the metric). Therefore we should find solutions $n(x)$ and $m(x)$ of equation

$$
\operatorname{det}\left[\begin{array}{ccccc}
1 & 0 & m & 0 & 0 \\
3 m & 1 & 2 n & m & \partial m / \partial x^{i} \\
2 n & 3 m & 3 m & 2 n & \partial n / \partial x^{i} \\
m & 2 n & 1 & 3 m & \partial m / \partial x^{i} \\
0 & m & 0 & 1 & 0
\end{array}\right]=0 \quad(i=1,2) .
$$

We have
$8 \partial m / \partial x^{i} m^{3} n-8 \partial n / \partial x^{i} m^{4}-12 \partial m / \partial x^{i} m^{3}-8 \partial m / \partial x^{i} m n^{2}+12 \partial n / \partial x^{i} m^{2} n+$ $16 \partial m / \partial x^{i} m n-2 \partial n / \partial x^{i} m^{2}-4 \partial n / \partial x^{i} n^{2}-6 m \partial m / \partial x^{i}+\partial n / \partial x^{i}=0$,

$$
\begin{equation*}
\left(2 m^{2}-2 n+1\right)\left(2 m(2 n-3) \partial m / \partial x^{i}+\left(-4 m^{2}+2 n+1\right) \partial n / \partial x^{i}\right)=0 \tag{3.17}
\end{equation*}
$$

Since $l=1 / 4$, the case $2 m^{2}(x)-2 n(x)+1=0$ gives that $m^{2}(x)=n(x)-1 / 2$,

$$
\begin{aligned}
8 l^{2}(x)-4 l(x) n(x)+m^{2}(x) & =0 \\
8 a^{2}(x)-4 a(x)(6 a(x)+2 b(x)+c(x))+(4 a(x)+b(x))^{2} & =0 \Rightarrow b^{2}(x)-4 a(x) c(x)=0
\end{aligned}
$$

i.e. the surface is Riemannian ${ }^{1}$. Therefore we can suppose that $2 m^{2}(x)-2 n(x)+1 \neq 0$ to present non-Riemannian generalized Berwald surfaces. We have

$$
\begin{gathered}
2 m(2 n-3) \partial m / \partial x^{i}+\left(-4 m^{2}+2 n+1\right) \partial n / \partial x^{i}=0 \\
2 m \partial m / \partial x^{i}=-\frac{-4 m^{2}+2 n+1}{2 n-3} \partial n / \partial x^{i}
\end{gathered}
$$

Recall that the regularity conditions in (3.10) reduce to

$$
\begin{equation*}
\frac{3}{2}>n>0 \text { and } \frac{2}{3}>\frac{m^{2}}{n} \tag{3.18}
\end{equation*}
$$

because of $l=1 / 4$ and we can divide by the term $2 n-3$. To present non-constant ${ }^{2}$ solutions $m(x)$ and $n(x)$ suppose that $n$ is regular at the point $x$ and, by taking $m^{2}=y(n)$, we have that

$$
y^{\prime}(n)=-\frac{-4 y(n)+2 n+1}{2 n-3}
$$

The general form of the solution is

$$
y_{\varepsilon}(n)=n-1 / 2+\varepsilon(2 n-3)^{2} .
$$

[^1]The integration constant $\varepsilon=1 / 18$ provides that it is a positive-valued function on the positive half line of the reals. On the other hand

$$
\frac{m_{1 / 18}^{2}}{n}=\frac{y_{1 / 18}(n)}{n}=\frac{1}{3}+\frac{2}{9} n<\frac{2}{3}
$$

on the interval $(0,3 / 2)$. Therefore the regularity conditions in (3.18) are satisfied and the triplet

$$
l(x)=r(x) / 4, \quad m_{1 / 18}(x):=r(x) \sqrt{n-1 / 2+\frac{1}{18}(2 n-3)^{2}}, \quad r(x) n(x)
$$

determines a non-Riemannian generalized Berwald surface for any positive-valued function $r(x)$; see Theorem 3.2 and Theorem 3.3. It is a one-parameter family of examples depending on the integration constant $\varepsilon$ satisfying the regularity conditions in (3.18). For example for any $1 / 18<\varepsilon<1 / 6$ it follows that

$$
0<n_{0}:=\frac{18 \varepsilon-1}{8 \varepsilon}<\frac{3}{2}
$$

and

$$
\frac{m_{\varepsilon}^{2}\left(n_{0}\right)}{n_{0}}=\frac{y_{\varepsilon}\left(n_{0}\right)}{n_{0}}=\varepsilon+\frac{1}{2}<\frac{1}{6}+\frac{1}{2}=\frac{2}{3} .
$$

Using a continuity argument, if $n$ is sufficiently close to $n_{0}$, then the regularity conditions in (3.18) are satisfied.

## 4 Computations in 3D

Suppose that the base manifold is of dimension 3, i.e. the locally symmetric fourth root metric must be of the form

$$
\begin{aligned}
P\left(s^{1}, s^{2}, s^{3}\right)= & A(x, y)=a(x)\left(y^{1}+y^{2}+y^{3}\right)^{4}+b(x)\left(y^{1}+y^{2}+y^{3}\right)^{2}\left(y^{1} y^{2}+y^{1} y^{3}+y^{2} y^{3}\right)+ \\
& c(x)\left(y^{1} y^{2}+y^{1} y^{3}+y^{2} y^{3}\right)^{2}+d(x)\left(y^{1}+y^{2}+y^{3}\right) y^{1} y^{2} y^{3},
\end{aligned}
$$

where $a(x)=c_{400}(x), b(x)=c_{210}(x), c(x)=c_{020}(x)$ and $d(x)=c_{101}(x)$. Introducing the functions

$$
\begin{gathered}
l(x):=a(x), m(x):=4 a(x)+b(x), n(x):=6 a(x)+2 b(x)+c(x), \\
q(x):=12 a(x)+5 b(x)+2 c(x)+d(x),
\end{gathered}
$$

we have that

$$
\begin{gathered}
A=l\left(\left(y^{1}\right)^{4}+\left(y^{2}\right)^{4}+\left(y^{3}\right)^{4}\right)+ \\
m\left(\left(y^{1}\right)^{3} y^{2}+\left(y^{1}\right)^{3} y^{3}+\left(y^{2}\right)^{3} y^{3}+\left(y^{3}\right)^{3} y^{2}+\left(y^{3}\right)^{3} y^{1}+\left(y^{2}\right)^{3} y^{1}\right)+ \\
n\left(\left(y^{1}\right)^{2}\left(y^{2}\right)^{2}+\left(y^{1}\right)^{2}\left(y^{3}\right)^{2}+\left(y^{2}\right)^{2}\left(y^{3}\right)^{2}\right)+q\left(\left(y^{1}\right)^{2} y^{2} y^{3}+y^{1}\left(y^{2}\right)^{2} y^{3}+y^{1} y^{2}\left(y^{3}\right)^{2}\right)
\end{gathered}
$$

By some further computations

$$
A_{1}=4 l\left(y^{1}\right)^{3}+m\left(3\left(y^{1}\right)^{2} y^{2}+3\left(y^{1}\right)^{2} y^{3}+\left(y^{2}\right)^{3}+\left(y^{3}\right)^{3}\right)+n\left(2 y^{1}\left(y^{2}\right)^{2}+2 y^{1}\left(y^{3}\right)^{2}\right)+
$$

$$
\begin{gathered}
q\left(2 y^{1} y^{2} y^{3}+\left(y^{2}\right)^{2} y^{3}+y^{2}\left(y^{3}\right)^{2}\right), \\
A_{2}=4 l\left(y^{2}\right)^{3}+m\left(\left(y^{1}\right)^{3}+3 y^{1}\left(y^{2}\right)^{2}+3\left(y^{2}\right)^{2} y^{3}+\left(y^{3}\right)^{3}\right)+n\left(2\left(y^{1}\right)^{2} y^{2}+2 y^{2}\left(y^{3}\right)^{2}\right)+ \\
q\left(\left(y^{1}\right)^{2} y^{3}+2 y^{1} y^{2} y^{3}+y^{1}\left(y^{3}\right)^{2}\right), \\
A_{3}=4 l\left(y^{3}\right)^{3}+m\left(\left(y^{1}\right)^{3}+3 y^{1}\left(y^{3}\right)^{2}+\left(y^{2}\right)^{3}+3 y^{2}\left(y^{3}\right)^{2}\right)+n\left(2\left(y^{1}\right)^{2} y^{3}+2\left(y^{2}\right)^{2} y^{3}\right)+ \\
q\left(\left(y^{1}\right)^{2} y^{2}+y^{1}\left(y^{2}\right)^{2}+2 y^{1} y^{2} y^{3}\right), \\
A_{11}=12 l\left(y^{1}\right)^{2}+m\left(6 y^{1} y^{2}+6 y^{1} y^{3}\right)+n\left(2\left(y^{2}\right)^{2}+2\left(y^{3}\right)^{2}\right)+2 q y^{2} y^{3}, \\
A_{22}=12 l\left(y^{2}\right)^{2}+m\left(6 y^{1} y^{2}+6 y^{2} y^{3}\right)+n\left(2\left(y^{1}\right)^{2}+2\left(y^{3}\right)^{2}\right)+2 q y^{1} y^{3}, \\
A_{33}=12 l\left(y^{3}\right)^{2}+m\left(6 y^{1} y^{3}+6 y^{2} y^{3}\right)+n\left(2\left(y^{1}\right)^{2}+2\left(y^{2}\right)^{2}\right)+2 q y^{1} y^{2}, \\
A_{12}=A_{21}=m\left(3\left(y^{1}\right)^{2}+3\left(y^{2}\right)^{2}\right)+4 n y^{1} y^{2}+q\left(2 y^{1} y^{3}+2 y^{2} y^{3}+\left(y^{3}\right)^{2}\right), \\
A_{13}=A_{31}=m\left(3\left(y^{1}\right)^{2}+3\left(y^{3}\right)^{2}\right)+4 n y^{1} y^{3}+q\left(2 y^{1} y^{2}+\left(y^{2}\right)^{2}+2 y^{2} y^{3}\right), \\
A_{23}=A_{32}=m\left(3\left(y^{2}\right)^{2}+3\left(y^{3}\right)^{2}\right)+4 n y^{2} y^{3}+q\left(\left(y^{1}\right)^{2}+2 y^{1} y^{2}+2 y^{1} y^{3}\right)
\end{gathered}
$$

The second order partial derivatives can be written into the form

$$
\begin{aligned}
& A_{11}=\left[\begin{array}{lll}
y^{1} & y^{2} & y^{3}
\end{array}\right]\left[\begin{array}{ccc}
12 l & 3 m & 3 m \\
3 m & 2 n & q \\
3 m & q & 2 n
\end{array}\right]\left[\begin{array}{l}
y^{1} \\
y^{2} \\
y^{3}
\end{array}\right], \\
& A_{22}=\left[\begin{array}{lll}
y^{1} & y^{2} & y^{3}
\end{array}\right]\left[\begin{array}{lll}
2 n & 3 m & q \\
3 m & 12 l & 3 m \\
q & 3 m & 2 n
\end{array}\right]\left[\begin{array}{l}
y^{1} \\
y^{2} \\
y^{3}
\end{array}\right], \\
& A_{33}=\left[\begin{array}{lll}
y^{1} & y^{2} & y^{3}
\end{array}\right]\left[\begin{array}{ccc}
2 n & q & 3 m \\
q & 2 n & 3 m \\
3 m & 3 m & 12 l
\end{array}\right]\left[\begin{array}{l}
y^{1} \\
y^{2} \\
y^{3}
\end{array}\right], \\
& A_{12}=A_{21}=\left[\begin{array}{lll}
y^{1} & y^{2} & y^{3}
\end{array}\right]\left[\begin{array}{ccc}
3 m & 2 n & q \\
2 n & 3 m & q \\
q & q & q
\end{array}\right]\left[\begin{array}{l}
y^{1} \\
y^{2} \\
y^{3}
\end{array}\right], \\
& A_{13}=A_{31}=\left[\begin{array}{lll}
y^{1} & y^{2} & y^{3}
\end{array}\right]\left[\begin{array}{ccc}
3 m & q & 2 n \\
q & q & q \\
2 n & q & 3 m
\end{array}\right]\left[\begin{array}{l}
y^{1} \\
y^{2} \\
y^{3}
\end{array}\right], \\
& A_{23}=A_{32}=\left[\begin{array}{lll}
y^{1} & y^{2} & y^{3}
\end{array}\right]\left[\begin{array}{ccc}
q & q & q \\
q & 3 m & 2 n \\
q & 2 n & 3 m
\end{array}\right]\left[\begin{array}{l}
y^{1} \\
y^{2} \\
y^{3}
\end{array}\right] .
\end{aligned}
$$

The positive definiteness of $A_{i j}:=\left[\begin{array}{lll}A_{11} & A_{12} & A_{13} \\ A_{21} & A_{22} & A_{23} \\ A_{31} & A_{32} & A_{33}\end{array}\right]$ can be expressed in terms of the formal subdeterminants

$$
\left[\begin{array}{ccc}
12 l & 3 m & 3 m \\
3 m & 2 n & q \\
3 m & q & 2 n
\end{array}\right],\left[\begin{array}{ccc}
12 l & 3 m & 3 m \\
3 m & 2 n & q \\
3 m & q & 2 n
\end{array}\right]\left[\begin{array}{ccc}
2 n & 3 m & q \\
3 m & 12 l & 3 m \\
q & 3 m & 2 n
\end{array}\right]-\left[\begin{array}{ccc}
3 m & 2 n & q \\
2 n & 3 m & q \\
q & q & q
\end{array}\right]^{2}, \ldots
$$

of the matrix (4.1) all of whose elements are matrices. Therefore the formal determinants are also matrices and all of them must be positive definite.

$$
\left[\begin{array}{ccc}
{\left[\begin{array}{ccc}
12 l & 3 m & 3 m \\
3 m & 2 n & q \\
3 m & q & 2 n
\end{array}\right]} & {\left[\begin{array}{ccc}
3 m & 2 n & q \\
2 n & 3 m & q \\
q & q & q
\end{array}\right]} & {\left[\begin{array}{ccc}
3 m & q & 2 n \\
q & q & q \\
2 n & q & 3 m
\end{array}\right]}  \tag{4.1}\\
{\left[\begin{array}{ccc}
3 m & 2 n & q \\
2 n & 3 m & q \\
q & q & q
\end{array}\right]} & {\left[\begin{array}{ccc}
2 n & 3 m & q \\
3 m & 12 l & 3 m \\
q & 3 m & 2 n
\end{array}\right]} & {\left[\begin{array}{ccc}
q & q & q \\
q & 3 m & 2 n \\
q & 2 n & 3 m
\end{array}\right]} \\
{\left[\begin{array}{ccc}
3 m & q & 2 n \\
q & q & q \\
2 n & q & 3 m
\end{array}\right]} & {\left[\begin{array}{ccc}
q & q & q \\
q & 3 m & 2 n \\
q & 2 n & 3 m
\end{array}\right]} & {\left[\begin{array}{ccc}
2 n & q & 3 m \\
q & 2 n & 3 m \\
3 m & 3 m & 12 l
\end{array}\right]}
\end{array}\right] .
$$

The compatibility equation (1.1) can be written into the form of the following system of linear equations:

$$
\begin{equation*}
\frac{\partial A}{\partial x^{i}}-y^{j} \Gamma_{i j}^{k} \circ \pi \frac{\partial A}{\partial y^{k}}=0 \quad(i=1,2) \tag{4.2}
\end{equation*}
$$

$\left[\begin{array}{ccccccccc}4 l & 0 & 0 & m & 0 & 0 & m & 0 & 0 \\ 0 & m & 0 & 0 & 4 l & 0 & 0 & m & 0 \\ 0 & 0 & m & 0 & 0 & m & 0 & 0 & 4 l \\ 3 m & 4 l & 0 & 2 n & m & 0 & q & m & 0 \\ 3 m & 0 & 4 l & q & 0 & m & 2 n & 0 & m \\ 0 & q & m & 0 & 3 m & 4 l & 0 & 2 n & m \\ 0 & m & q & 0 & m & 2 n & 0 & 4 l & 3 m \\ m & 0 & 2 n & m & 0 & q & 4 l & 0 & 3 m \\ m & 2 n & 0 & 4 l & 3 m & 0 & m & q & 0 \\ 2 q & 3 m & 3 m & 2 q & q & 2 n & 2 q & 2 n & q \\ q & 2 q & 2 n & 3 m & 2 q & 3 m & 2 n & 2 q & q \\ q & 2 n & 2 q & 2 n & q & 2 q & 3 m & 3 m & 2 q \\ 0 & q & q & 0 & 2 n & 3 m & 0 & 3 m & 2 n \\ 2 n & 0 & 3 m & q & 0 & q & 3 m & 0 & 2 n \\ 2 n & 3 m & 0 & 3 m & 2 n & 0 & q & q & 0\end{array}\right]\left[\begin{array}{c}\Gamma_{i 1}^{1} \\ \Gamma_{i 2}^{1} \\ \Gamma_{i 3}^{1} \\ \Gamma_{i 1}^{2} \\ \Gamma_{i 2}^{2} \\ \Gamma_{i 3}^{2} \\ \Gamma_{i 1}^{3} \\ \Gamma_{i 2}^{3} \\ \Gamma_{i 3}^{3}\end{array}\right]=\left[\begin{array}{c}\partial l / \partial x^{i} \\ \partial l / \partial x^{i} \\ \partial l / \partial x^{i} \\ \partial m / \partial x^{i} \\ \partial m / \partial x^{i} \\ \partial m / \partial x^{i} \\ \partial m / \partial x^{i} \\ \partial m / \partial x^{i} \\ \partial m / \partial x^{i} \\ \partial q / \partial x^{i} \\ \partial q / \partial x^{i} \\ \partial q / \partial x^{i} \\ \partial n / \partial x^{i} \\ \partial n / \partial x^{i} \\ \partial n / \partial x^{i}\end{array}\right]$.

### 4.1 An example

Suppose $^{3}$ that $4 l(x)=1,3 m(x)=1$ and $n(x)=q(x)$. According to (4.1), the matrix $A_{i j}$ is positive definite if and only if
(i) $\left[\begin{array}{ccc}3 & 1 & 1 \\ 1 & 2 n & n \\ 1 & n & 2 n\end{array}\right]$ is positive definite: $6 n-1>0$ and $9 n^{2}-2 n>0$,

[^2](ii) $\left[\begin{array}{ccc}3 & 1 & 1 \\ 1 & 2 n & n \\ 1 & n & 2 n\end{array}\right]\left[\begin{array}{ccc}2 n & 1 & n \\ 1 & 3 & 1 \\ n & 1 & 2 n\end{array}\right]-\left[\begin{array}{ccc}1 & 2 n & n \\ 2 n & 1 & n \\ n & n & n\end{array}\right]^{2}=$

$$
\left[\begin{array}{ccc}
-5 n^{2}+7 n & -n^{2}-4 n+7 & -3 n^{2}+4 n+1 \\
0 & -5 n^{2}+7 n & -n^{2}+2 n \\
-n^{2}+2 n & -3 n^{2}+4 n+1 & n^{2}+2 n
\end{array}\right]
$$

is positive definite: $-5 n^{2}+7 n>0$ and $6 n^{3}\left(9 n^{3}-27 n^{2}+23 n-4\right)>0$,
(iii) following the formal Sarrus rule,

$$
\begin{gathered}
{\left[\begin{array}{ccc}
3 & 1 & 1 \\
1 & 2 n & n \\
1 & n & 2 n
\end{array}\right]\left[\begin{array}{ccc}
2 n & 1 & n \\
1 & 3 & 1 \\
n & 1 & 2 n
\end{array}\right]\left[\begin{array}{ccc}
2 n & n & 1 \\
n & 2 n & 1 \\
1 & 1 & 3
\end{array}\right]+\ldots=} \\
{\left[\begin{array}{ccc}
-5 n^{2}+7 n+1 & -3 n^{3}-10 n^{2}+21 n+1 & -6 n^{3}-9 n^{2}+23 n+11 \\
6 n^{3}-8 n^{2}-4 n-1 & -9 n^{3}+7 n^{2}+n & -3 n^{3}-10 n^{2}+21 n+1 \\
18 n^{3}-18 n^{2}-14 n-2 & 6 n^{3}-8 n^{2}-4 n-1 & -5 n^{2}+7 n+1
\end{array}\right]}
\end{gathered}
$$

is positive definite: $-5 n^{2}+7 n+1>0$,

$$
\begin{gathered}
18 n^{6}+81 n^{5}-316 n^{4}+154 n^{3}+96 n^{2}+26 n+1>0 \\
-1026 n^{9}+1260 n^{8}+6015 n^{7}-12069 n^{6}+4524 n^{5}+2509 n^{4}-1582 n^{3}-42 n^{2}+ \\
100 n+11>0
\end{gathered}
$$

Items (i) and (ii) give that $4 / 3>n>\frac{5-\sqrt{13}}{6}$. Item (ii) obviously implies that $-5 n^{2}+7 n+1>0$ in item (iii). Figure 1 shows

$$
18 n^{6}+81 n^{5}-316 n^{4}+154 n^{3}+96 n^{2}+26 n+1
$$

$$
-1026 n^{9}+1260 n^{8}+6015 n^{7}-12069 n^{6}+4524 n^{5}+2509 n^{4}-1582 n^{3}-42 n^{2}+100 n+11
$$

as the functions of the variable $n$ on the interval $\left(\frac{5-\sqrt{13}}{6}, 4 / 3\right)$ :

```
with(plots);
F := plot(18*n^6+..., n = 5/6-(1/6)*sqrt(13) .. 4/3,
linestyle = dashdot):
G := plot(-1026*n^9+..., n = 5/6-(1/6)*sqrt(13) .. 4/3):
display({F, G});
```



Figure 1: Regularity conditions.

Therefore the regularity condition for $n$ is to be in $\left(\frac{5-\sqrt{13}}{6}, r_{1}\right)$, where $r_{1}$ is the first positive root of the polynomial $-1026 n^{9}+1260 n^{8}+6015 n^{7}-12069 n^{6}+\ldots$ For some numerical estimations note that $r_{1}>0.6458$ and $\frac{5-\sqrt{13}}{6}<0.2325$. To finish the discussion of the problem consider the coefficient matrix $B$ of the system (4.2). It is of rank 9 if and only if $\operatorname{det} B^{T} B \neq 0$. Since

$$
\operatorname{det} B^{T} B=\frac{1}{387420489}\left(46656 n^{4}-5184 n^{3}-5589 n^{2}+2124 n+1492\right)
$$

$(3 n-2)^{2}\left(124659 n^{6}-51030 n^{5}-77517 n^{4}-51030 n^{3}+158931 n^{2}-92820 n+17731\right)^{2}$
it follows that the regularity condition $0.2325<n<0.6458$ provides the matrix $B^{T} B$ to be invertible as Figure 2 shows:

```
with(plots);
K := plot(46656*n^4..., n = 5/6-(1/6)*sqrt(13) .. 1.2,
linestyle = dashdot);
L := plot(124659*n^6..., n = 5/6-(1/6)*sqrt(13) .. 1.2);
display({K, L});
```



Figure 2: The maximality of the rank.

Therefore the necessary and sufficient condition for the metric $F=\sqrt[4]{A}(4 l=1,3 m=$ $1, n=q, 0.2325<n<0.6458$ ) to be a non-Riemannian generalized Berwald metric is the vanishing of the determinant of the extended matrix of the system (4.2). On the other hand, the compatible linear connection is uniquely determined by the threedimensional analogue of formula (3.15). Having no any other information about the linear connection, the uniqueness is not an automatic consequence in 3D; see [9].

Acknowledgements. Cs. Vincze is supported by the EFOP-3.6.1-16-2016-00022 project. The project is co-financed by the European Union and the European Social Fund.T. Khoshdani is supported by the Department of Mathematics of University of Mohaghegh Ardabili, Ardabil, Iran. M. Oláh is supported by the ÚNKP-18-2 New National Excellence Program of the Ministry of Human Capacities, Hungary.

## References

[1] V. Balan and N. Brinzei, Einstein equations for (h, v)-Bervald-Moór relativistic models, Balcan J. Geom. Appl. 11 (2006), 20-27.
[2] V. Balan, Spectra of symmetric tensors and m-root Finsler models, Linear Algebra and its Applications, 436 (1) (2012), 152-162
[3] D. Bao, S. - S. Chern and Z. Shen, An Introduction to Riemann-Finsler geometry, Springer-Verlag, 2000.
[4] N. Brinzei, Projective relations for m-th root metric spaces, arXiv:0711.4781v2 (2008).
[5] M. Matsumoto and K. Okubo, Theory of Finsler spaces with m-th root metric, Tensor (N. S.), 56 (1995), 93-104.
[6] H. Shimada, On Finsler spaces with the metric $L=\sqrt[m]{a_{i_{1} \ldots i_{m}} y^{i_{1}} \cdot \ldots \cdot y^{i_{m}}}$, Tensor (N.S.), 33 (1979), 365-372.
[7] A. Tayebi and B. Najafi, On m-th root metrics, J. Geom. Phys. 61 (2011), 14791484.
[8] L. Tamássy, Finsler Spaces with Polynomial Metric, Hypercomplex Numbers in Geometry and Physics 2 (6), Vol. 3, 2006, 85-92.
[9] Cs. Vincze, On Randers manifolds with semi-symmetric compatible linear connections, Indag. Math. - new series 26 (2) (2015), 363-379.
[10] Cs. Vincze, On a special type of generalized Berwald manifolds: semi-symmetric linear connections preserving the Finslerian length of tangent vectors, European Journal of Mathematics, Finsler Geometry: New methods and Perspectives, December 2017, Volume 3, Issue 4, 1098-1171.
[11] Cs. Vincze, T. R. Khoshdani, S. Mehdizadeh, M. Oláh, On compatible linear connections of two-dimensional generalized Berwald manifolds: a classical approach, Communications in Mathematics 27 (2019), 51-68.
[12] V. Wagner, On generalized Berwald spaces, CR Dokl. Acad. Sci. USSR (N.S.) 39 (1943), 3-5.

Authors' addresses:
Csaba Vincze
Inst. of Math., Univ. of Debrecen, H-4002 Debrecen, P.O.Box 400, Hungary.
E-mail: csvincze@science.unideb.hu
Tahere Reza Khoshdani
Department of Mathematics, Univ. of Mohaghegh Ardabili, Daneshgah Street, 56199-11367, Ardabil, Iran.
E-mail: khoshdani@yahoo.com

## Márk Oláh

Inst. of Math., Univ. of Debrecen,
Doctoral School of Mathematical and Computational Sciences,
H-4002 Debrecen, P.O.Box 400, Hungary.
E-mail: olma4000@gmail.com


[^0]:    Balkan Journal of Geometry and Its Applications, Vol.24, No.2, 2019, pp. 63-78.
    (c) Balkan Society of Geometers, Geometry Balkan Press 2019.

[^1]:    ${ }^{1}$ Recall that the quadratic indicatrix at a single point implies that the indicatrices are quadratic at all points of the manifold because of the compatible (linear) parallel transports.
    ${ }^{2}$ The simplest examples are the constant functions satisfying (3.13). In this case (3.14) is automatic.

[^2]:    ${ }^{3}$ Symbolical Maple computations are also possible but we have extremely long formulas in general.

