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1. Introduction

In this paper, we consider the existence of mild solutions of the following second
order evolution equation

y′′ −A(t)y = f(t, yt), t ∈ J, (1)

y0 = φ, y′(0) = ỹ, (2)

where J = [0, T ] and {A(t)}0≤t<+∞ is a family of linear closed operators from E
into E that generate an evolution system of operators {U(t, s)}(t,s)∈J×J for 0 ≤ s ≤
t < +∞, f : J × B → E be a Carathéodory function and B is an abstract phase
space to be specified later, ỹ ∈ E, φ ∈ B and (E, | · |) a real Banach space.

For any continuous function y and any t ≥ 0, we denote by yt the element of B
defined by yt(θ) = y(t+ θ) for θ ∈ (−∞, 0]. Here yt(·) represents the history of the
state up to the present time t. We assume that the histories yt belong to B.

Evolution equations arise in many areas of applied mathematics [2, 28], this
type of equations has received much attention in recent years [1]. There is many
results concerning the second-order differential equations, see for exemple Fattorini
[13], Travis and Webb [27], Henŕıquez and Vásquez [17], Travis and Webb [27],

1

http://www.uab.ro/auajournal/


M. Benchohra, N. Rezoug – Evolution Equations with Infinite Delay . . .

Baliki and Benchohra [7] and Henŕıquez et al. [18]. Among useful for the study of
abstract second order equations is the existence of an evolution system U(t, s) for
the homogenous equation

y′′(t) = A(t)y(t), for t ≥ 0.

For this purpose there are many techniques to show the existence of U(t, s) which
has been developed by Kozak [21].

In recent years we see an increasing interest in infinite delay equations. The main
reason is that equations of this type become more and more important for different
applications. When the delay is infinite, the notion of the phase space B plays an im-
portant role in the study of both qualitative and quantitative theory. A usual choice
is a seminormed space satisfying suitable axioms, which was introduced by Hale and
Kato in [15], see also the books by Ahmed [2], Corduneanu and Lakshmikantham
[10], Kappel and Schappacher [20]. For a detailed discussion and applications on
this topic, we refer the reader to the book by Hale and Verduyn Lunel [16], Hino et
al. [19], Wu [28] and Baghli and Benchohra [6] and the references therein.

In this paper we use the technique of measures of noncompactness. It is well
known that this method provides an excellent tool for obtaining existence of so-
lutions of nonlinear differential equation. This technique works fruitfully for both
integral and differential equations. More details are found in Akhmerov et al. [3],
Alv́ares [4], Banaś and Goebel [8], Guo et al. [14], Dudek and Olszowy [11], Olszowy
and Wȩdrychowicz [24], Aissani and Benchohra [5], Henŕıquez et al. [18] and the
references therein.

The paper is organized as follows. In Section two, we recall some definitions and
facts about evolution system. In Section three, we give conditions guaranteeing the
existence of mild solutions of the problem (1)-(2). In Section four we present an
illustrative example.

2. Preliminaries

Let C(J,E) the Banach space of all continuous functions y mapping J into E
equipped with the norm

‖y‖ = sup{|y(t)| : t ∈ J}.

Let C be the space defined by

C = {y : (−∞, T ]→ E such that y|J ∈ C(J,E) and y0 ∈ B},

we denote by y|J the restriction of y to J .
A measurable function u : J → E is Bochner integrable if and only if |u| is Lebesgue
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integrable. For properties of the Bochner integral, see for instance, Yosida [29].
As usual, by L1(J,E) we denote the Banach space of measurable functions u : J → E
which are Bochner integrable and normed by

‖u‖L1 =

∫ T

0
|u(t)|dt.

In this paper, we will employ an axiomatic definition of the phase space B introduced
by Hale and Kato in [15] and follow the terminology used in [19]. Thus, (B, ‖·‖B) will
be a seminormed linear space of functions mapping (−∞, 0] into E, and satisfying
the following axioms :

(Λ1) If y : (−∞, T ) → E, T > 0, is continuous on [0, T ] and y0 ∈ B, then for any
t ∈ [0, T ) the following conditions hold :
(i) yt ∈ B ;
(ii) There exists a positive constant H such that |y(t)| ≤ H‖yt‖B ;
(iii) There exist two functions K(·),M(·) : J → J independent of y with K
continuous and M locally bounded such that :

‖yt‖B ≤ K(t) sup{ |y(s)| : 0 ≤ s ≤ t}+M(t)‖y0‖B.

(Λ2) For the function y in (Λ1), yt is a B−valued continuous function for each t ∈ J .

(Λ3) The space B is complete.

Remark 1. In the sequel we set

γ := max

{
sup
t∈J
{K(t)}, sup

t∈J
{M(t)}

}
.

For other details we refer, for instance to the book by Hino et al. [19].

In what follows, let {A(t), t ≥ 0} be a family of closed linear operators on the
Banach space E with domain D(A(t)) dense in E and independent of t.

In this work the existence of solution of problem (1)-(2) is related to the existence
of an evolution operator U(t, s) for the following homogeneous problem

y′′(t) = A(t)y(t) t ∈ J. (3)

This concept of evolution operators has been developed by Kozak [21].
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Definition 1. A family U of bounded operators U(t, s) : E → E, (t, s) ∈ ∆ :=
{(t, s) ∈ J × J : s ≤ t}, is called an evolution operator of the equation (3) if de
following conditions hold:

(Π1) For any x ∈ E the map (t, s) 7−→ U(t, s)x is of continuously differentiable and

(a) for any t ∈ J, U(t, t) = 0.

(b) for all (t, s) ∈ ∆ and for any x ∈ E, ∂
∂tU(t, s)x

∣∣
t=s

= x and ∂
∂sU(t, s)x

∣∣
t=s

=
−x.

(Π2) For all (t, s) ∈ ∆, if x ∈ D(A(t)), then ∂
∂sU(t, s)x ∈ D(A(t)), the map

(t, s) 7−→ U(t, s)x is of class C2 and

(a) ∂2

∂t2
U(t, s)x = A(t)U(t, s)x.

(b) ∂2

∂s2
U(t, s)x = U(t, s)A(s)x

(c) ∂2

∂s∂tU(t, s)x
∣∣
t=s

= 0.

(Π3) For all (t, s) ∈ ∆, then ∂
∂sU(t, s)x ∈ D(A(t)), there exist ∂3

∂t2∂s
U(t, s)x, ∂3

∂s2∂t
U(t, s)x

and

(a) ∂3

∂t2∂s
U(t, s)x = A(t) ∂∂s(t)U(t, s)x.

Moreover, the map (t, s) 7−→ A(t) ∂∂s(t)U(t, s)x is continuous.

(b) ∂3

∂s2∂t
U(t, s)x = ∂

∂tU(t, s)A(s)x.

Throughout this paper, we will use the following definition of the concept of
measure of noncompactness [8].

Definition 2. Let E be a Banach space and ΩD the family of all nonempty and
bounded subsets of E. The measure of noncompactness is a map

µ : ΩD → [0; +∞)

satisfying the following properties:

(i1) µ(D) = 0 if D is relatively compact,

(i2) µ(D) = µ(D) ; D the hull of D,

(i3) µ(C +D) ≤ µ(D) + µ(D),

(i4) µ(aD) = |a|µ(D),
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(i5) µ(ConvD) = µ(D) ; ConvD the convex hull of D.

Denote by ωT (y, ε) the modulus of continuity of y on the interval [0, T ] ie

ωT (y, ε) = sup {|y(t)− y(s)| ; t, s ∈ J ], |t− s| ≤ ε} .
Moreover, let us put

ωT (D, ε) = sup
{
ωT (y, ε); y ∈ D

}
,

ωT0 (D) = lim
ε→0

supωT (D, ε).

Lemma 1. [8] If {Dn}+∞n=0 is sequence of nonempty, bounded and closed subsets of
E such that Dn+1 ⊂ Dn(n = 0, 1, 2...)and if lim

n→∞
µ(Dn) = 0 for each n ∈ N, then

the intersection
D∞ = ∩+∞n=0Dn

is nonempty and compact.

Lemma 2. [9] If B is bounded subset of Banach space, then for each ε > 0 there is
a sequence function {bn}∞n=0 such that

µ(B) ≤ 2µ({bn}∞n=0) + ε.

We call B̃ ∈ L1(J ;E) uniformly integrable if there exists ξ ∈ L1(J ;R+) such
that |x(s)| ≤ ξ(s) for x ∈ B̃ and a.e. s ∈ J.

Lemma 3. [22] If {Bn}∞n=0 ⊂ L1(J,E) is uniformly integrable, then µ({Bn}∞n=0) is
mesurable and

µ

{∫ t

0
Bn(s)ds

}∞
n=0

≤ 2

∫ t

0
µ({Bn(s)}∞n=0)ds.

Theorem 4 (Schauder fixed point theorem). [12] Let X be a Banach space, K
compact convex subset of X and N : K → K continuous map.Then N has at least
one fixed point in K.

3. Main result

Definition 3. A function y ∈ C is called a mild solution to the problem (1)-(2), if
y is continuous and

y(t) =


φ(t), if t ≤ 0

− ∂

∂s
U(t, 0)φ(0) + U(t, 0)ỹ +

∫ t

0
U(t, s)f(s, ys)ds, if t ∈ J.

(4)
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To prove our results we introduce the following conditions:

(H1) There exists a constant M ≥ 1 such that

‖U(t, s)‖B(E) ≤M for any (t, s) ∈ ∆.

(H2) There exists a constant M̃ ≥ 0 such that∥∥∥∥ ∂∂sU(t, s)

∥∥∥∥
B(E)

≤ M̃.

(H3) There exist a function p ∈ L1(J,R+) and a continuous nondecreasing function
ψ : [0,+∞)→ (0,+∞) such that:

|f(t, u)| ≤ p(t)ψ(‖u‖B) for a.e. t ∈ J and any u ∈ B.

(H4) There exists a constant R > 0 such that

Mψ
(
γR+ γ‖φ‖B(M̃ + 1) + γM |ỹ|

)
‖p‖L1 ≤ R

.

(H5) There exists a function σ ∈ L1(J,R+) such that for any nonempty bounded
set D ⊂ B we have :

µ(f(t,D)) ≤ σ(t) sup
θ∈(−∞,0]

µ(D(θ)) for a.e t ∈ J.

To establish our main theorem, we need the following lemma.

Lemma 5. [24] Assume that the hypotheses (H1), (H3) and (H5) hold and a set
D ⊂ C is bounded. Then

ωT0 (F (D)) ≤ 2M

∫ T

0
µ(f(s,Ds)ds,

where
F (D) = {Fy : y ∈ D},

and

(Fy)(t) =

∫ T

0
U(t, s)f(s, ys)ds.
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Theorem 6. Assume that the hypotheses (H1)−(H5) are fulfilled. Then the problem
(1)-(2) admits at least one mild solution.

Proof. It is clear that the fixed point of the operator N : C → C defined by
(Ny)(t) = φ(t) if t ≤ 0 and

(Ny)(t) = − ∂

∂s
U(t, 0)φ(0) + U(t, 0)ỹ +

∫ t

0
U(t, s)f(s, ys)ds, if t ∈ J, (5)

are mild solutions of problem (1)-(2).
For φ ∈ B, Let x : (−∞, T ]→ E be the function defined by

x(t) =


− ∂
∂sU(t, 0)φ(0) + U(t, 0)ỹ, if t ∈ J

φ(t) if t ∈ (−∞, 0].

Then x0 = φ. For any function z ∈ C, we denote

y(t) = x(t) + z(t).

It is obvious that y satisfies (5) if and only if z satisfies z0 = 0 and for all t ∈ J

z(t) =

∫ t

0
U(t, s)f(t, xs + zs)ds. (6)

In the sequel, we always denote C0 as a Banach space defined by

C0 = {z ∈ C : z0 = 0},

endowed with the the norm

‖z‖C0 = sup{|z(t)|; t ∈ J}+ ‖z0‖B
= sup{|z(t)|; t ∈ J}.

Now, we can consider the operator L : C0 → C0 given by

(Lz)(t) =

∫ t

0
U(t, s)f(s, zs + xs)ds, for t ∈ J.

The problem (1)-(2) has a solution is equivalent to L has a fixed point. To prove
this end, we start with the following estimation.
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For any z ∈ C0 and t ∈ J , we have

‖zt + xt‖B ≤ ‖zt‖B + ‖xt‖B

≤ K(t)|z(t)|+K(t)‖ ∂
∂s
U(t, 0)‖B(E)‖φ‖B

+ K(t)‖U(t, 0)‖B(E)|ỹ|+M(t)‖φ‖B
≤ γ‖z‖C0 + γM̃‖φ‖B + γM |ỹ|+ γ‖φ‖B
≤ γ‖z‖C0 + γ‖φ‖B(M̃ + 1) + γM |ỹ|. (7)

Now, we will show that the operator L satisfied the conditions of Schauder’s fixed
point theorem.

We define

BR = {z ∈ C0 : ‖z‖C0 ≤ R}.

The set BR is nonempty convex and closed. Let z ∈ BR

|L(z)(t)| ≤
∫ t

0
‖U(t, s)‖B(E)|f(s, xs + zs)| ds

≤ M

∫ t

0
p(s)ψ(‖zs + xs‖B)ds.

≤ Mψ
(
γ‖z‖C0 + γ‖φ‖B(M̃ + 1) + γM |ỹ|

)∫ t

0
p(s)ds

≤ Mψ
(
γR+ γ‖φ‖B(M̃ + 1) + γM |ỹ|

)
‖p‖L1 ≤ R.

Thus the operator L maps BR into itself.

Step 1. L is continuous.
Let (zn)n∈N be a sequence in BR such that zn → z in BR, then for any t ∈ J we
obtain

|(Lzn)(t)− (Lz)(t)| ≤
∫ t

0
‖U(t, s)‖B(E)|f(t, xs + zns )− f(t, xs + zs)| ds

≤ M

∫ t

0
|f(s, zns + xs)− f(s, zs + xs)| ds.

Hence, from the Lebesgue dominated convergence theorem we obtain

‖Lzk − Lz‖C0 → 0 as n→ +∞.
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So L is continuous.
Consider the measure of noncompacteness µ∗ defined on the family of bounded

subsets of the space C0 by

µ∗(D) = e−τσ̃(t)ωT0 (D) + sup
t∈J

e−τσ̃(t)µ(D(t)),

where

σ̃(t) = M

∫ t

0
σ(s)ds, τ ≥ 6.

Step 2. D∞ = ∩+∞n=0Dn is compact.

In the sequel, we consider the sequence of sets {Dn}+∞n=0 defined by induction as
follows :

D0 = BR, Dn+1 = Conv(N(Dn)) for n = 0, 1, 2, · · · and D∞ = ∩+∞n=0Dn

this sequence is nondecreasing, i.e. Dn ⊂ Dn+1 for each n.

We know from Lemma 2 that for each ε > 0 there is a sequence function
{Wk}∞k=0 ⊂ (LDn)(t)) such that

µ((LDn)(t)) ≤ 2µ({Wk}∞k=0) + ε.

This implies that there is a sequence {Qk}∞k=0 ⊂Wk such that

Wk = (LQk)(s) for k = 0, 1, 2, . . .

Using the properties of µ, Lemma 2, Lemma 3 and assumptions (H4), (H5), we
get
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µ(Dn+1(t)) = µ(Conv(LDn)(t))

= µ((LDn)(t))

≤ 2µ({Wk}∞k=0) + ε

≤ 2µ({(LQk)(s)}∞k=0) + ε

≤ 4µ

({∫ t

0
U(t, s)f(s,Qks)ds

}∞
k=0

)
+ ε

≤ 4M

∫ t

0
σ(s) sup

θ∈(−∞,0]
µ({Qk(s+ θ))}∞k=0 + {xs})ds+ ε.

≤ 4M

∫ t

0
σ(s) sup

θ∈(−∞,0]
µ(Dn(s+ θ) + {xs}))ds+ ε.

≤ 4M

∫ t

0
σ(s) sup

θ∈(−∞,0]
µ(Dn(s+ θ)))ds+ ε.

≤ 4M

∫ t

0
σ(s) sup

u∈(−∞,s]
µ(Dn(u))ds+ ε.

≤ 4M

∫ t

0
σ(s) sup

u∈[0,s]
µ(Dn(u)))ds+ ε

≤ 2M

∫ t

0
σ(s)µ(Dn(s))ds+ ε

≤ 4

∫ t

0
σ(s)eτσ̃(s)e−τσ̃(s)µ(Dn(s))ds+ ε

≤ 4

∫ t

0
σ(s)eτσ̃(s) sup

s∈[0,t]
e−τσ̃(s)µ(Dn(s))ds+ ε

≤ 4

τ
eτσ̃(t) sup

t∈J
e−τσ̃(t)µ(Dn(t)) + ε.

Since ε is arbitrary, we get

sup
t∈J

e−τσ̃(t)µ(Dn+1(t) ≤
4

τ

(
sup
t∈J

e−τσ̃(t)µ(Dn(t)

)
.

Then

sup
t∈J

e−τσ̃(t)µ(Dn+1(t)) ≤
4

τ

(
e−τσ̃(t)ω

T

0 (Dn) + sup
t∈J ]

e−τσ̃(t)µ(Dn(t)

)
.

(8)
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Now, applying Lemma 5 and using assumptions (H4), (H5) and (8), we derive

ωT0 (Dn+1) = ωT0 (Conv(LDn))

= ωT0 (LDn)

≤ 2M

∫ T

0
µ(f(s, (Dn)s + {xs})ds

≤ 2M

∫ t

0
σ(s) sup

θ∈(−∞,0]
µ((Dn)s) + {xs})ds

≤ 2

τ
eτσ̃(T )(sup

t∈J
e−τσ̃(t)µ(Dn(t)).

Then

e−τσ̃(t)ω
T

0 (Dn+1) ≤
4

τ

(
e−τσ̃(t)ω

T

0 (Dn) + sup
t∈J

e−τσ̃(t)µ(Dn(t)

)
.

(9)

From (8) and (9),

e−τσ̃(t)ω
T
0 (Dn+1) + sup

t∈J
e−τσ̃(t)µ(Dn+1(t))

≤ 6

τ

(
e−τσ̃(t)ω

T

0 (Dn) + sup
t∈J

e−τσ̃(t)µ(Dn(t)

)
.

Hence we get

µ∗(Dn+1) ≤
6

τ
µ∗(Dn).

By method of mathematical induction, we can prove

µ∗(Dn+1) ≤
(

6

τ

)n+1

µ∗(D0).

Hence, in view of the assumption (H6), we get

lim
n→+∞

µ∗(Dn) = 0.

Taking into account Lemma 1 we infer that D∞ = ∩+∞n=0Dn is nonempty, convex
and compact. Thus by Schauder’s fixed point theorem the operator N : D∞ → D∞
has at least one fixed point which is a mild solution of problem (1)-(2).
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4. An example

Consider the second order Cauchy problem

∂2

∂t2
y(t, τ) =

∂2

∂τ2
y(t, τ) + a(t)

∂

∂t
y(t, τ)

+

∫ t

−∞
b(t− s) arctan(y(s, τ))ds t ∈ J := [0, T ], τ ∈ [0, 2π],

y(t, 0) = y(t, 2π) = 0 t ∈ J,

y(θ, τ) = φ(θ, τ),
∂

∂t
y(0, τ) = ψ(τ) θ ∈ (−∞, 0], τ ∈ [0, 2π]

(10)
where we assume that a, b, : J → R are continuous functions, φ(θ, ·) ∈ B.

Let X = L2(R,C) the space of 2π-periodic 2-integrable functions from R into C,
and H2(R,C) denotes the Sobolev space 2π-periodic functions x : R→ C such that
x′′ ∈ L2(R,C).

We consider the operator A1y(τ) = y′′(τ) with domain D(A1) = H2(R,C),
infinitesimal generator of strongly continuous cosine function C(t) on X. Moreover,
we take A2(t)y(s) = a(t)y′(s) defined on H1(R,C), and consider the closed linear
operator A(t) = A1 +A2(t) which generates an evolution operator U defined by

U(t, s) =
∑
n∈Z

zn(t, s)〈x,wn〉wn,

where zn is a solution to the following scalar initial value problem{
z′′(t) = −n2z(t) + ina(t)z(t)
z(s) = 0, z′(s) = z1.

(11)

Define the operator f : J × B → X by

f(t, ϕ)(τ) =

∫ t

−∞
b(t− s)ϕ(s)(τ)ds, τ ∈ [0, 2π],

w(t)(τ) = y(t, τ), t ≥ 0, τ ∈ [0, 2π],

φ(s)(τ) = arctan(y(s, τ)), −∞ < s ≤ 0, τ ∈ [0, 2π],

and
d

dt
w(0)(τ) =

∂

∂t
y(0, τ), τ ∈ [0, 2π].

Consequently, (10) can be written in the abstract form (1)-(2) with A and f
defined above. Now, the existence of a mild solutions can be deduced from an
application of Theorem 6.
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tial equations in Fréchet spaces, Fixed Point Theory 9 (2008), 395-406.

[7] A. Baliki, M. Benchohra and J. Graef. Global existence and stability for second
order functional evolution equations with infinite delay. Electron. J. Qual. Theory
Differ. Equ. 2016, Paper No. 23, 10 pp.

[8] J. Banas̀ and K. Goebel, Measures of Noncompactness in Banach Spaces. Lec-
ture Note in Pure App. Math. 60, Dekker, New York, 1980.

[9] D. Bothe, Multivalued perturbation of m-accretive differential inclusions, Israel
J. Math. 108(1998), 109-138.

[10] C. Corduneanu and V. Lakshmikantham, Equations with unbounded delay, Non-
linear Anal., 4 (1980), 831-877.

[11] S. Dudek and L. Olszowy, Continuous dependence of the solutions of nonlinear
integral quadratic Volterra equation on the parameter. J. Funct. Spaces2015, Art. ID
471235, 9 pp.

[12] J. Dugundji, A. Granas, Fixed Point Theory, Springer-Verlag, New York, 2003.

[13] H. O. Fattorini, Second order Linear differential equations in Banach spaces,
North-Holland Mathematics Studies, Vol. 108, North-Holland, Amsterdam, 1985.

[14] D. Guo, V. Lakshmikantham and X. Liu, Nonlinear Integral Equations in Ab-
stract Spaces, Kluwer Academic Publishers Group, Dordrecht, 1996.

[15] J. Hale and J. Kato, Phase space for retarded equations with infinite delay,
Funkcial. Ekvac. 21 (1978), 11–41.

[16] J. K. Hale and S. M. Verduyn Lunel, Introduction to Functional Differential
Equation, Applied Mathematical Sciences 99, Springer-Verlag, New York, 1993.

13



M. Benchohra, N. Rezoug – Evolution Equations with Infinite Delay . . .
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