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ABSTRACT. This paper presents three data mining techniques applied
on a SCADA system data repository: Nalve Bayes, k-Nearest Neighbor and
Decision Trees.

A conclusion that k-Nearest Neighbor is a suitable method to classify the
large amount of data considered is made finally according to the mining result
and its reasonable explanation.

The experiments are built on the training data set and evaluated using the
new test set with machine learning tool WEKA.
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1. INTRODUCTION

Knowledge discovery in databases (KDD) represents the overall process of
converting raw data into useful information. According to the definition given
in [1], KDD is the nontrivial process of identifying valid, novel, potentially
useful, and ultimately understandable patterns in data. This process consists
of a series of transformation steps, from data preprocessing to post-processing
of data mining results.

Data mining, the central activity in the process of knowledge discovery in
databases, is concerned with finding patterns in data. It consists of applying
data analysis and discovery algorithms that, under acceptable computational
efficiency limitations, produce a particular enumeration of patterns (or models)
over the data [1].

Classification is one of the primary tasks in data mining. It represents
the task of learning a target function (classification model) that maps each
attribute set to one of the predefined class labels [2]. In other words it consists
in assigning objects to one of several predefined categories.

The evaluation of the performance of a classifier is a complex process. The
inducer’s complexity, cost, usefulness, generalization error and success rate
should be taken in consideration when evaluating the predictive performance
for the learned model. The most well-known performance metric is the success
rate, which is based on counting the test records correctly and incorrectly
predicted by the classification model. These counts can be displayed as a
two-dimensional confusion matrix, with a row and column for each class.

The most important examples of classifiers from literature are: Decision
Tress, Naive Bayes, Neural Networks, Association Rules, k-Nearest Neighbor
and Support Vector Machines. For solving our problem we chosen three dif-
ferent classifiers: Naive Bayes, k-Nearest Neighbor and Decision Trees.

A Naive Bayes classifier is a simple probabilistic classifier based on applying
Bayes’ theorem with strong (naive) independence assumptions.

Depending on the precise nature of the probability model, Naive Bayes
classifiers can be trained very efficiently in a supervised learning setting. In
spite of their naive design and apparently over-simplified assumptions, Naive
Bayes classifiers often work much better in many complex real-world situations
than one might expect [3].

An advantage of the Naive Bayes classifier is that it requires a small amount
of training data to estimate the parameters (means and variances of the vari-
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ables) necessary for classification. Because independent variables are assumed,
only the variances of the variables for each class need to be determined and
not the entire covariance matrix.

Instance-based (IB) learning methods simply store the training examples
and postpone the generalization (building a model) until a new instance must
be classified or prediction made. (This explains another name for IB methods
— lazy learning — since these methods delay processing until a new instance
must be classified).

K-nearest neighbor, an IB learning method, is a supervised learning algo-
rithm where the result of new instance query is classified based on majority
of K-nearest neighbor category. The purpose of this algorithm is to classify a
new object based on attributes and training samples. The classifiers do not
use any model to fit and only based on memory. Given a query point, we find
K number of objects or (training points) closest to the query point.

K-nearest neighbor (k-NN) method assumes all instances correspond to
points in the n dimensional space. The nearest neighbors of an instance are
defined in terms of the standard Euclidean distance.

Decision tree learning represents one of the simplest, yet most popular
methods for inductive inference. It has been successfully applied to a wide
variety of problems from medical diagnosis to air traffic control or the assess-
ment of credit risk for loan applicants. Its popularity is justified by the fact
that it has some key advantages over other inductive methods. First of all,
decision trees offer a structured representation of knowledge (as disjunction of
conjunctive rules). As a direct consequence, decision trees may be rewritten as
a set of “if-then” rules, increasing human readability. Secondly, decision trees
are robust to errors, requiring little or no data preprocessing. Other important
features include the capacity of handling both nominal and numeric attributes,
as well as missing values and a good time complexity even for large data sets.

Structurally, a decision tree is a graph, whose inner nodes are “ branching
nodes” , because they contain some attribute test; the leaves contain the clas-
sification of the instance; the branches of the tree represent attribute values.
The tree classifies an instance by filtering it down through the tests at the
inner nodes, until the instance reaches a leaf.

The technique employed for building a decision tree is that of top-down
induction, which performs a greedy search in the space of possible solutions.
The first decision tree algorithm was introduced by J.R.Quinlan in 1986, and
was called ID3. A large proportion of the decision tree learners that have been

39



Maria Muntean, Ioan Ileana, Corina Rotar, Mircea Risteiu - Knowledge
Discovery in a SCADA System Database

developed since are improved variants of this core method; the most successful
of them was the C4.5 algorithm, also developed by Quinlan [4].

2. DATA ANALYSIS

We chose the well-known Weka environment as the data mining tool to
implement the experiment. Originally proposed for didactic purposes, Weka is
a framework for the implementation and deployment of data mining methods.
It is also an open-source software developed in Java, released under the GNU
General Public License (GPL), being currently available to Windows, MAC
OS and Linux platforms [7]. Weka contains tools for classification, regres-
sion, clustering, association rules, data visualization and works with .arff files
(Attribute Relation File Format) and also with files in .csv format (Comma
Separated Values).

The classifiers are the most valuable resource that Weka provides, and can
be used in a variety of ways, such as applying a learning method to a dataset
and analyzing its output to learn more about the data; or using learned models
to generate predictions on new instances; a third is to apply several different
learners and compare their performance in order to choose one for prediction.

We chose three datasets that contains values of 84 parameters of a SCADA
system returned in June of 2007 to implement the experiment (Figure 1).

A large amount of information, obtained by the data collection equipment,
was recorded and accumulated in the database of the SCADA system used.
The datasets used are presented in Table 1.

Dataset Number of instances | Number of attributes
1-10.06.07 14403 84
11-20.06.07 14400 84
21-30.06.07 14397 84

Table 1. The datasets used in the experiment

Supervisory Control and Data Acquisition (SCADA) systems provide au-
tomated control and remote human monitoring of real world processes in many
fields as: food, beverage, water treatment, oil and gas, utilities.

The SCADA system is used to monitor and control a plant or equipment
and is a combination of telemetry and data acquisition. Data acquisition
deals with the methods used to access information or data from the controlled
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BRELATICH 'SCADA'

BATTRIBUTE FeedwaterTempInlettoEcom NUMERIC
BATTRIBUTE FlueGas02z NUMERIC

BATTRIBUTE EBoilerExitFluerGasTemp NUMERIC
BATTRIBUTE Woodwastel3teswFlow NUMERIC
FATTRIEUTE TotalSteswFlow NUMERIC

BATTRIBUTE WoodwasteMoisturetoBoiler NUMERIC
BATTRIEUTE CombustionlirHeaterdirourlecTemp NUMERIC
BATTRIEUTE PostFDFanCombustionlirTemp NUMERIC
BATTRIBEUTE SuperheaterCutlet3teawPressure NUMERIC
BATTRIBUTE SuperheaterCutlet3teawTemperature NUMERIC
BATTRIBEUTE TUndergrateColdiirCalc NUMERIC
BATTRIBUTE oOutsideldirTemplOMindverage NUMERIC
BATTRIBUTE GasBurnerCombustionlAirFlow NUMERIC
BATTRIEUTE SuperheaterInterstageTemp NUMERIC
BATTRIBUTE SuperheaterloutletTemp NUMERIC
BATTRIEUTE IntemperatorSprayWaterFlow NUMERIC
BATTRIBUTE InletCombustioniirFlow NUMERIC
BATTRIBEUTE AirtoUnderGrateTemp NUMERIC
BATTRIBUTE CombinediirtounderGrateFlow NUMERIC
BATTRIBUTE SecondaryiirFlow NUMERIC

BATTRIEUTE AirtoDryingGrateTemp NUMERIC
BATTRIBEUTE TertirayiirFlow NUMERIC

BATTRIEUTE CorbustionlirTemp NUMERIC

BATTRIBUTE GeneratorictivePower NUMERIC
BATTRIBUTE GasSteswFlow NUMERIC

BATTRIEUTE CombineldirFlowtoSlopingGrate NUMERIC
BATTRIBEUTE OperatorMeasurediWiMoisture NUMERIC
HATTRIEUTE UndegrateDamperlPosition NUMERIC
BATTRIBEUTE UndegrateDamperZPosition NUMERIC
BATTRIEUTE UndegrateDsmper3Position NUMERIC
BATTRIBEUTE TUndegrateDamper4Position NUMERIC
BATTRIEUTE PrecipZonelKV NUMERIC

Figure 1: The parameters of the SCADA system
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equipment while telemetry is a technique used in transmitting and receiving
this information over a medium.

SCADA has traditionally meant a window into the process of a plant and /or
a method of gathering of data from devices in the field. Today, the focus is
on integrating this process data into the actual business, and using it in real
time. In addition to this, today’s emphasis is on using Open Standards, such
as communication protocols (e.g. IEC 60870, DNP3 and TCP/IP) and ’off-
the-shelf” hardware and software, as well as focusing on keeping the costs down
6].

Concerning SCADA systems, there are at least two main issues: the relia-
bility of the system and the optimal management of the huge amount of data
being transferred to the SCADA server by the communication systems [7].

Our paper deals with the second issue and intends to contribute to a better
using of communication lines ant to an economy of storing space. One can ask:
all the time, all the acquired data are of the same importance for the plant
control? Maybe a preprocessing at sensor level and some decisions taken at
this level are better solutions than passing all the data to the server.

2.1. Data Preparation

The original data set included noisy, missing and inconsistent data. Data
preprocessing improved the quality of the data and facilitated efficient data
mining tasks.

Before the experiment, we prepared data suitable to next operation as
following steps:

e Delete or replace missing values;

e Delete redundant properties (columns);

e Data Transformation;

e Data Discretization;

e Export data to a required .arff or .csv format file [11].

The original and modified formats of data set are shown in Figure 2 and
Figure 3.

Data visualization is also a very useful technique because it helps to deter-
mine the difficulty of the learning problem. We visualized with Weka single
attributes (1-d) and pairs of attributes (2-d). The figure 4 shows the variation
of the temperature in time.

42



Maria Muntean, Ioan Ileana, Corina Rotar, Mircea Risteiu - Knowledge
Discovery in a SCADA System Database

Feedwater Temp Inlet to Flue Gas 02 Boiler Exit Fluer Gas Ter Woo

156.139328 3.24443388 187.1074524
156.6922302 3.773593664 187.4333954
156.6774292 3.633202TH 1875584412
155.9240112 3.51442337 187.585556
155.1660913 3.025056726 187.6126709

154868927 4125487804 187.6397858
164.7238159 4.125487804 1876669006
153.9180756 4133769035 187 6940154
153.3471527 4.402714729 187.7211304
152.4390717 4.383730412 187.7482452
152.0284729 4.033183575 187.7753601
152.0105743 3.76603508 187.802475
151.9789734 3.710058212 187.8295898
151.4999084 3.991338015 187.8567047
150.9686279 4.266289234 187.8838196

150.81604 4464736938 187.9109344
150.8099365 4 263769627 187.9380493

150.803833 4125068665 187.9651642
150.8164063 3.861767769 187.992279H1
161.4267426 4.010254383 186.0193939
151.7000732 4.281113625 186.04650848
150.9064636 4.483417988 186.0736237
149.9548187 4.550292969 186.1007385
149.2224731 4 541767597 186.1278534
149.4431915 4.251933098 186.1549683
150.0674286 383922863 186.1820831
150.6728973 3.8288381 186.209198
151.2347107 3.590039492 186.2363129
150.4357452 3.042577982 186.2634277
151.5431519 2841572046 188.2005426

163.002243 2.709433317 188.3176575
15640943604 2773037195 188.3447723
154 4823456 2 581367016 188.3718872
1549624939 2870390177 186.3990021
1E6E 23011RT 7 RRRTINTAR 127 A2R11R0

Figure 2: The Original Data Format
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tratorDesktop!,UICS extin:

sarch  Wiew Format Language Settings Macro Run  TextF¥  Plugins  Window 2
[ 5 & & WD (fh| ¢ |
iff |

BATTRIBUTE FWFlow NUMERIC

BATTRIBEUTE FWPres NUMERIC

BATTRIBUTE UWwetflow NUMERIC

BATTRIBUTE CLASS {valoars_normala,anomslie,stare_de_alertal
BDATA
156.14,3.24,187.11,79.75,138.43,57.41,85.90,29. 67, 4549.59, 4
156.69,3.77,1687.43,78.07,126.93,61,71,86.35,29. 67, 4542 .00, 3¢
156.68,3.63,1587.56,76.03,127.52, 63.582,86.43,29. 66, 4536.72, 3¢
155.92,3.51,1687.59,77.65, 125,67, 64.34,86.43,29. 66, 4537.95, 4
155.17,3.93,187.61,76.06,116.03, 63.94,86.43,29. 66, 4539. 18, 3¢
154.87,4.13, 187.64,73.05,109. 63, 64.51,86.43,29. 64, 4540.41, 3¢
154.72,4.13,187.67,72.94,111.00, 64.06,86.43,29. 62, 4541 .64, 3¢
153.92,4.13,187.69,76.16,112.00, 64.01,86.43,29. 60, 4541 .56, 3¢
153.35,4.40,157.72,76.58, 107. 45, 64.10,86.39,29.58, 4500.25, 3¢
152.44,4.38,187.75,71.36,105.35, 63.47,86.01,29.56, 4454 .55, 3¢
152.03,4.03,187.78,71.63,109.70, 64.37,85.93,29. 53, 4499 .73, 3¢
152.01,%.77,1587.80,78.05,115.14, 63.78,85.91,29.51,4510.57, 3¢
151.98,3.71,187.83,62.658,115.10,63.52,85.66,29.49, 4512 .01, 4
151.50,3%.99,187.686,83.26,111.53, 64.27,85.40,29.47, 4499.19, 3¢
150.97,4.27,1587.88,79.71,108. 43, 64.62,85.24,29. 45, 4478.23, 3¢
150,82, 4.46,187.91,75.66, 109,62, 64.66,85.09,29,45, 4457.47, 3¢
150.81,4.26,1687.54,71.89,110.76, 64.70,54.95,29. 45, 4463 .27, 3¢
150.80,4.13,187.97,70.72,111.12, 60.03,84.93,29. 46, 4480.27, 3¢
150.82,3.86,1687.99,74.64,113.28,57.42,04.93,29. 46, 4496.07, 4(
151.43,4.01,1688.02,79.24,111.37,63.16,584.93,29.47, 449959, 4C
151.70,4.28, 158.05,77.65, 106,35, 60.63,84.93,29.47, 4497.17, 3¢
150,91, 4,48, 1668.07,72.65,97.63,58.11,84.93,29, 458, 4494, 52, 39¢
149.95,4.55,188.10,69.71,97. 44, 47.65,54.55,29. 45, 4454, 35, 397
149.22,4.54,188.13,69.30,102.10,43.49,84.51,29.49, 4473 .39, 3¢
149,44,4.25,16868.15,70.13,105.21,49,14,54.43,29.49, 4464 .57, 3¢
150.07,3.584, 188.158,72.93,110.95, 60.04,84.39,29.50, 4478 . 69, 4
150.67,3.683,1668.21,76.01,119.97,63.598,84.11,29.50, 4471. 66, 4
151.23,3.59,1686.24,76.06,135.06, 63.21,83.92,29.51, 4450.95, 40

Figure 3: The Modified Data Format
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Figure 4: Data visualization
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2.2.Data mining and interpretation of the results

A classification method was applied to assemble similar data points and
to predict numeric quantities. In particular, we attempted to discover useful
information and rules correlated to temperature values of the system in order
to discard what could be regarded as irrelevant.

Based on the proposed framework, we chose Naive Bayes, % kNN and J48
algorithms to implement classification. We tried to obtain clear results by
choosing a 20% split percentage, which means that about 20% records were
used as test data in the pre-implemented training process before classification
[11]. The classifiers will be evaluated on how well they predicted the percentage
of the data held out for testing. We want to determine which classifier is suited
for our data set. Running Nave Bayes algorithm in Weka is presented in Figure
5.

=== Evaluation on test split ===

=== Bummary ===

Correctly Classified Instances 2608 90.5241 %
Incorrectly Classified Instances 273 0.4759 %
Eappa statistic 0,539

Mean ahsolute error 0.0632

Root mean sgquared erraor 0.2476

Belative absolute error 43,665 %

Root relative squared error 92.7555 %

Total Mumber of Instances 2861

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precizion Recall F-Measure ROC Area Class

0.953 0.186 0.974 0.953 0.964 0.938 waloare_normala

0.5z26 0.049 0.561 0.526 0.543 0.927 anomalie

0.744 0.0z8 0.259 0.744 0.384 0.955 stare_de_alerta
Weighted &wvy. 0.305 0.1a69 0.9z1 0.305 0.911 0.935

=== Confusion Matrix ===

a b C <-- classified as

2418 1lle 2| a = waloare_normala
64 161 al | b = anomalie
0 10 29 c = stare_de_alerta
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Knowledge

Correctly Classified Instances 2732 94,8611 %
Incorrectly Classified Instances 145 5.1389 %
Kappa statistic 0.532
Mean absolute error 0.0341
Root mean squared error 0.1338
Relative absolute error 08.7023 %
Root relatiwve squared error 115.0133 %
Total Humber of Instances 2880
=== Detailed Accuracy By Classzs ===
TP Rate FP Rate Precision Recall F-Measure ROC Area
0.96 0.07 0.297 0,96 0.97s 0.969
0.53& 0.037 0.338 0. 538 0.432 0.939
0.859 0.013 0,357 0.as9 0.539 0.996
Weighted Awg. 0.9244a 0.0ga 0.a71 0.949 0.358 0.9649
=== Confusion Matrix ===
a b c <-- classified a=
2656 L] 11 | a = wvaloare_normala
g 52 27 | b = anomalie
i} 3 24 | c = stare_de_alerta
Correctly Classified Instances 2576 59.4755 %
Incorrectly Classified Instances 303 10,5245 %
Kappa statistic 0.4762
Mean absolute error 0.0695
Root mean sgquared error 0.2608
Relatiwve absolute error 63,5695 %
Root relative squared error 113.309 %
Total HNumber of Instances 2879
=== Detailed Accuracy By Class ===
TP Rate FP Rate Precizion Recall F-Measure
0.9z24 0.238 0.976 0.%9z24 0.949 0.932
0. 568 0.076 0.383 0.568 0.457 0.908
0.769 0.014 0.328 0.76% 0.46 0.992
Weighted Awg. 0.5895 0.223 0.925 0.895 0.907 0.931

=== Confusion Matrix ===

a b o «-- classified as

2430 197 4 ] a = waloare_normala
59 lze 37 | b = anomalie
a g 20 | o = stare_de_alerta

Class

valoare normala
anomalie
stare_de_alerta

ROC Area Class

valoare hormala
anomalie
stare_de_alerta

Figure 5: Running the Nave Bayes algorithm in Weka
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The performance of the model was also evaluated by using split percentage
technique and the results were presented as percentage of correctly classified
instances (90,5241% for the first dataset, 96,8611% for the second dataset and
89,4755% for the third dataset) and incorrectly classified instances (9,4759%,
5,1389% and 10,5245%) and confusion matrix. After running the kNN algo-
rithm in Weka on the same datasets we obtained the presented in figure 6.

Correctly Classified Instances 2787 QB.7372 %
Incorrectly Classified Instances 04 3.2628 %
Eappa statistic 0.543

Mean absolute error 0.0219

Root mean scquared error 0.1475

Relative absolute error 15.0983 %

Foot relatiwve sdquared error 55.2388 %

Total Number of Instances 2881

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall F-Measure ROC Area Class

0.8985 0.089 0.8587 0.885 0.986 0.843 waloare normala

0.856 0.019 0.54 0.856 0. 548 0.918 anomalie

0.692 0.004 0.73 0.692 0.711 0.544 stare_de_alerta
Weighted Awyg. 0.987 0.089 0.987 0.987 0.987 0.939

=== Confusion Matrix ===

a b o «<-- classzified a=

2493 38 o a = waloare_normala
34 262 10 b = anomalie
o1z 27 | o = gtare_de_alerta
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Correctly Clazsified Instances 2547 95.5542 %
Incorrectly Classified Instances 33 1.1458 %
Kappa statistic 0.5455
Mean absolute error 0.0078
Foot mean souared error 0.0874
Felative absolute error 15.6361 %
Root relatiwve sgquared error L4, 5866 %
Total Mumber of Instances 2880
=== Detailed Accouracy By Class ===
TP Rate FP Rate Precizion  Recall F-Measure ROC Area Class
0.5935 0.14 0.9594 0.5955 0.955 0.927 waloare normala
0.793 0.005 0.821 0.793 0.807 0.894 anomalie
0.926 0.001 0.926 0.926 0.926 0.963 atare_de_alerta
Weighted awg. 0.98a2 0.1358 0.9a88 0.98a2 0.988 0.9z27
=== Confusion Matrix ===
a b c £-- classified as
2753 13 ol a = waloare_normala
16 -] 21 b = anomalie
0 2 25 | c = agtare_de_alerta
Correctly Classified Instances 2789 96,8739 %
Incorrectly Classified Instances a0 3.1261 %
KEappa statistic 0.797a
Mean absolute error 0.021
Foot mearn sgquared error 0,1443
Relative absolute error 19,1531 %
Foot relative squared error 62.718 %
Total Humber of Instances 2879
=== Detailed Accuracy By Class ===
TP Rate FP Rate Precizion Recall F-Measure ROC irea Class
0.988 0.185 0.983 0.988 0.985 0.901 valoare_normala
0.766 0.014 0.817 0. 766 0.791 0.876 anomalie
0.731 0.002 .76 0.731 0.745 0.864 stare_de_alerta
Weighted Awg. 0.989 0.171 0.965 0.969 0.965 0.8a29

Confusion Matrix

a h c <-- clazzified a=

2600 31 0 a = valoare_normala
46 170 g b = anomalie
0 7 19 | c = gtare_de_alerta

Figure 6: Running the kNN algorithm in Weka

49



Maria Muntean, Ioan Ileana, Corina Rotar, Mircea Risteiu - Knowledge
Discovery in a SCADA System Database

We observed that from the 20% of the instances representing the test set
(2879, respectively 2880 and 2881 instances), 90 respectively, 33 and 94 in-
stances of the three datasets were incorrectly classified (3,1261%, respectively
1,1458% and 3,2628% of instances). Figure 7 below shows three snap shots
of a Run information in Weka for parameters values on June 2007 which used
split percentage test mode for J48 classifier algorithm.

Correctly Classified Instances 25878 99,8959 %
Incorrectly Classified Instances 3 0.1041 %
Kappa statistic 0.9951

Mean ahsolute error 0.0005

Root mean squared error 0.02563

Relatiwve absolute error 0.5196 =%

Root relative squared error 9.86596 %

Total Nunber of Instances 2881

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall F-Measure ROC irea Class

1 0 1 1 1 1 valoare _normala

1 0.ooL 0.a9s 1 0,995 09499 anomalie

0.923 i} I 0.923 0.96 0.962 atare_de_alerta
Weighted Awg. 0.39% a 0.993 0.393 0.993 0.993

=== Confusion Matrix ===

a b o £-- classzified as

2536 0 ol a = waloare_normala
0 306 ol b = anomalie
] 30 381 o = stare_de_alerta
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Correctly Classified Instances 2879 99,9653 %
Incorrectly Classified Instances 1 0.0347 %
Kappa statistic 0.9954

Mean abszolute error 0.000z2

Root mean squared error 0.0152

Relative absolute error 0.4669 %

Root relative squared error 9.5209 %

Total Mumber of Instances 28580

=== Detailed Accuracy By Class ===

TP Rate FI Rate Precizion Recall F-Measure ROC Area
1 0.009 1 1 1 0.996
0.9389 o 1 0.939 0.994 0.994
1 1] 1 1 1 1
Weighted Awg. 1 0.003 1 1 1 0.996

=== Confusion Matrix ===

a b c #-— classified a=
Z786 i} ol a = wvaloare_normala
1 g6 (| = anomalie
1] 1] 27 1 = stare_de_alerta
Correctly Classified Instances 2878 93,9653 %
Incorrectly Classified Instances 1 0.0347 %
Kappa statistic 0.9975
Mean absolute error 0.0003
Root mean squared error 0.0152
Relatiwve absolute error 0.2608 %
Root relative squared error 6.6055% %
Total Number of Instances 2879

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precizion Recall F-Measzure ROC &rea
1 0 I 1 1 1
1 0 0.996 1 0.998 1
1 0 1 1 1 1
Weighted bwvg. 1 u] 1 1 1 1
=== Confusion Matrix ===
a b el <-- claszzified as
2630 1 ol a = waloare_normala
o Zzz o b = anomalie
i} 0 26 | c = stare_de_alerta

Class
valoare_normala
anomalie
stare_de_alerta

Class

valoare normala
anomalie
stare_de_alerta

Figure 7: Run Information using J48 Tree Classifier Algorithm
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From the ”Classifier output” we found that just 1 value from the first
dataset, 1 from the second one and 3 from the third one were incorrectly
classified (0,0347% for the first and second dataset, and 0,1041 for the third
dataset).

We concluded that J48 Tree Classifier model has a higher level of classifica-
tion accuracy than the Naive Bayes Classifier model, but the IBk algorithm is
more adequate to our data set. The final results of the classification techniques
are presented in the table below:

Dataset Classification accuracy
Naive Bayes Classifier(%) | IBk Classifier(%) | J48 Tree Classifier(%)
1-10.06.07 90,52 96,86 89,48
11-20.06.07 96,74 98,85 96,87
21-30.06.07 99,90 99,97 99,97
AVERAGE 95,72 98,56 95,44

Table 2. The accuracy of the classification methods

3. CONCLUSIONS AND FUTURE WORKS

Classifier performance evaluation is an important stage in developing data
mining techniques.

Our goal was to find the classifier that is suitable to the data set provided by
SCADA system. The highest level of accuracy was matched in IBk Classifier.
The three classes obtained after running the model allows a better optimization
of the transmitted data traffic and of the necessary data storing space and
projects the large amount of data to a lower dimensional space.

On the data acquisition system level we can program the transmission of
warning and anomaly values and discarding normal values.

A future approach consists in a high sampling rate of data transmission
from the three classes.

We also propose to develop one program that makes difference between
acquisition system level and local storage of the functioning modes.
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