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ABSTRACT. To define the relationship between the response — a random or
dependent variable y and a predetermined or independent variable x, a straight
line or concave respectively convex functions affected by random errors must
be used.

A locally weighted low-degree polynomial regression i.e. linear is fit to
several subsets of data using linear least square fitting and a first-degree poly-
nomial or the exponential curve.

PDC RVM Nova software provides a toolbox to load the dataset, to filter
the data and to estimate the parameters of each subset.

1. INTRODUCTION

The problem of fitting experimental data by a linear combination of expo-
nential is very common in technical and biological researches.

The corresponding regression model reflecting the effect of random errors
on this fitting is non-linear with respect to its parameters:

k
yZ:Oé—i_Zﬁjp;_'_ez;Z:laﬂl (1)
j=1

where £ is the number of exponentials; n is the number of observations; here
p; = exp(—X;), a and (; are constants and ei are random errors with zero
mean and variance p?.

The itterative methods of curve-fitting for data to n sum of exponentials
require initial estimates of the parameters involving linearized by expanding
in a Taylor series.
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2. MODEL ASSUMPTIONS

The model (1) may be written more generally as:

y =a+03g(x)+e (2)

ie. y; = a+ Bg(x;) + e;. where g(x) represents either a concave or convex
continous function.
The null hypothesis may be:

Hy : glx) ==z (3)

under various assumption concerning the probability distribution of the e’s.
The random errors ej are independently and symmetrically, but not necessarly
identically, distributed around 0 with continous distribution function:

Fi(z) = Ple; < 2}

F;(0) = l,j =1,...,n
2

For example, in normal regression analysis, the problem is to test for lin-
earity against specific alternatives (i.e. concave or convex) if the errors are
i.i.d. (independently and identically distributed) with unknown variance p* or
if they have a covariance structure known except for a scale factor.

However with a sufficient number or replicated points, an independent es-
timate of or of the scale factor is available and then it is possible to test for
linearity against the mentioned alternatives.

3. TEST STATISTICS

Let the pairs {y;,x;},j = 1, ...,n be ordered so that 1 < x5 < ... < x,, and
define three disjoint intervals T, T5, and T3 on the x-axis such that containing
the first n; observed the 2’s lie in 717 , the next n, ordered the z’s lie in 75 and
the remaining ns = n — ny; — no, ordered the z’s lie in T3 .

Let us define the statistics:

hijk = h(ei, ej,ex) = Lif(y; — vi) /(x5 — i) > (yo — v:) /(21 — 24)
hije = h(ei,ej,ex) = =1, if (y; —yi) /(v — 2:) < (g — vi) /(2 — ) (4)
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hijk = h(eia €j, ek;) = 0, otherwise

The proposed statistics are:

Hn = (nlngng)fl Z hzgk (5)
all ninans sets of pairs.
The decision: the regression is concave if H, > 0 respectively convex if
H, <0.
The estimators 7 of p; are the roots of the kth degree polynomial:

& T A ©)

with coefficients the difference of successive pairs of the experimental data y;
,r=1,...,n:

Y, =Yo, — Yo 1,h =1,2,.... 2k (7)
where
n+h—2k m+h—k—1
Yon = Z Yi; Yop1 = Z Yis n=2m (8)
i=m~+1+h—k i=h
respectively,
n+h—2k m4h—k
Yo=Y yiYar= > %, n=2m+1 (9)
i=m+1+h—k i=h

REMARK. For the small size of experimental data or the value of o2 too
large, the lineary interpolated values, is introduced between each successive
Yi + Yit1

*

pair points: (tf,y}),with tf = x]
ti + i1
2

, where y = respectively ¢ =

4. ITERATIVE METHOD

Iterative method using initial estimates involving l.s. process after lin-
earization by expanding in a Taylor series. ([5]).
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A method for obtaining initial estimates of the parameters in (2) is applied
using a least square (l.s.) “peeling-off” technique. ( [3] )

By the l.s. method the estimates of a; and by can be obtained by fitting a
straight line to the last three data points. Then :

Yresidual = Y — ake_bkt (10)

By taking the next three points for y,esiqua against t(= x) and fitting a
straight line to them by l.s. method , the new y,.csiqua is obtained corresponding
to the determined a;_; and b,_q, etc.

New

—br_1t
Yresidual = Yresidual — Ak—1€ Bt (11)

The remaining data points are used to calculate a; and b;.
The ordinary ls (OLS) estimator respectively the weighted Ls. (WLS)
estimator of J — the vector of regression parameters are given in the literature:

(16], [71)-

BOLS = (X’X)_lX’y (12)

respectively

Bwrs = (X'WX)1X'Wy (13)
with W = block diag (w1, ..., wil,,)

1 &
wi = u; = (— > (14)
i

the weights

I; is the t x t identity matrix.

For nonlinear least squares fitting to a number of unknown parameters,
linear least squares fitting may be applied iteratively to a linearized form of
the function until convergence is achieved. However, it is often also possible
to linearize a nonlinear function at the outset and still use linear methods for
determining fit parameters without resorting to iterative procedures. This ap-
proach does commonly violate the implicit assumption that the distribution
of errors is normal, but often still gives acceptable results using normal equa-
tions, a pseudoinverse, etc. Depending on the type of fit and initial parameters
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chosen, the nonlinear fit may have good or poor convergence properties. If un-
certainties (in the most general case, error ellipses) are given for the points,
points can be weighted differently in order to give the high-quality points more
weight.

Vertical least squares fitting proceeds by finding the sum of the squares of
the vertical deviations R? of a set of n data points

R? = Z[yl — fz, a1, ..., a,)]? (15)

from a function f. Note that this procedure does not minimize the actual
deviations from the line (which would be measured perpendicular to the given
function). In addition, although the unsquared sum of distances might seem
a more appropriate quantity to minimize, use of the absolute value results in
discontinuous derivatives which cannot be treated analytically. The square
deviations from each point are therefore summed, and the resulting residual
is then minimized to find the best fit line. This procedure results in outlying
points being given disproportionately large weighting.
The condition for R? to be a minimum is that

O(R?)
0ai

=0 (16)

fori=1,...,n.

5. SOFTWARE DESCRIPTION

Transformer is one of the most important and costly apparatus in power
system. The reliable and efficient fault-free operation of the high-voltage
transformer has a decisive role in the availability of electricity supply. The
transformer oil/paper insulation gets degraded under a combination of ther-
mal, electrical, chemical, mechanical, and environmental stresses during its
operation. In recent years, there has been growing interest in the condition
assesment of transformer insulation.

To estimate the status of transformer insulation it has been elaborated
a modern diagnose method based on measuring and processing of polarisa-
tion/depolarisation currents which characterise the transformer.

The polarisation/depolarisation currents is affected by noise so it must be
processed. After this, it must be transformed into a computed function of this

type : Ipol(t) = Iy + Zf’zl Ip; * eT;zfi,
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The processing of the currents it is made in 2 stages. First the signal is
filtered, eliminating the noise partially or even totally and then to the next
stage, where the signal is parameterized.

The 4 methods of signal filtering are: Moving Average, Lowess, Loess and

Savitzky-Golay. These methods are also used in Curve Fitting Tool software
included in MATLAB suite.
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Figure 1: Moving average with span=>51
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Figure 2: Lowess robust with span = 100
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Figure 3:

Loess robust with span = 50
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Figure 4: Savitzky-Golay span=51, degree=3, weighted and robust

289



E. Ursianu, R. Ursianu, V. Ursianu - An iterative nonlinear regression for ...

After the signal is filtered, it must be parameterized by transforming it
into a computed function using a mathematical procedure for finding the best-
fitting curve to a given set of points by minimizing the sum of the squares of
the offsets ("the residuals”) of the points from the curve.
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Figure 5: Processing window

6. EXPERIMENTAL DATA

Measured polarisation current:
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14,251 | 839703 10°®
15,249 | 809928*10°®
16,247 | 783 597+10®
17,246 | 760 007*10°™
18,244 | 738 3767 10°™
19242 | 718 296*10°™
20,240 | B99 552710°™®
22237 | GBS 5Z22t10°®
24233 | B34 301*10°®
26,230 | 6043547107
28226 | 576383710
30,223 | 550 44710°™®
33217 | 514 321710°™®
36212 | 476533710
39,207 | 435187710°®
42201 | 399729+10°®
46,194 | 3EBETVEIO®
50,187 | 3200507 10°%®
55178 | 299794%10°®
61,168 | 27084010™®
65,161 | 253 32910°™®
71,150 | 230056*10°™®
75143 | 215811*10®

Polarisation current
T [s] Ipol [A]
1224|1413 2557100
1324 | 1408 EE5™ 008
1423 | 1404,119%1 002
1523 | 1399 54971008
1623 1394 979+ 00
1723|1390 409+ 00
1823 | 1385839100
1923 1381 269+ 00
2022 137670071008
3270 13185770100
4268 12735787100
5267 122818071002
265 1182 482%100
7263 1136783100
8261 10910851009
9260 10453871009
10,268 | 999 EEG™10®
11,286 | 954 411710
12,264 | 911 7E9*10°®
13,263 | 873510%10°®

81,133 19582910 || 420533 7966071009 2901 386 | 42 404+ 00e
85,126 | 186,289710°™ || 480 462 74 ,596710°
91115 | 171613710® || 500392 70,223%10°%
95108 | 181278710 || 550304 658567107

*. -03
101,097 | 149926410 || 600215 | E3O01=10fe | [2B00.327 41157710
111,080  140,172°10°% ||| 650,127 | 61,353710% | |3001571 40B16710°
121062 13523310°® || 700039 | 60,153%10%° || 3301442 39 58671009
131,044 133004410°% | | 751847 58881°10% | | 550091 3538840
141,027 | 131,709710°® || 801859 57 518%109
151,009 | 129,132710°® || 851771 55.923%1 0
160,992 | 125859710 || 901683 54560710
170,974 | 12319910 || 951594 53354+100e || 460115 | 34 34371002
180,956 | 120,686%10°® ||1001 506 52,198+10°%° | | 500044 | 33 495+ 00
190,839 | 119028710 | |1101,330) 433517109 | | 5501 55 | 33,132%1040
200821 | 117,089710°® | |1201,153 48.331710% | | ponns7 | 32891+ 00
220886 | 112,536%10°® | [1300,977 47 196+ 0%
240,850 | 109,047+10°® | [1400,801 | 45,301+ 0%
260,815 | 105,320%10°® | |1500,624 45,599+ 0%
280760 101814510 | |1600,445 44 750-10% | | 750002 | 32166710
300745 | 98232400 | 1700271 44,142710%° | | 800114 | 31 924710
330,692 92 334+10™ 1800,095 43663100 850026 | 31583109
W03 678807107 | 11901916 43284510% || ooy o | 59 gaqeqps
30586 | BIES5T0® ||2001739 43019710% | | 950049 | 31 200710499

2401,033 | 41 9657100
200,680 | 41 58371072

390038 | 37 0761002
420185 | 35,792%10102

650179 | 3254941090
70009 | 32407100
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Figure 6: Computed vs measured current(signal)

—t
The parameters of computed function Ipol(t) = Iy + Z?Zl Ip; x e™» where
Ij is the stable value of measured current.

Ip; Tpi

[A] [s]
77 300 /.14
B77 5T0T® 254
76 37100 254 !
157218 2875

are given in ([10]).
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