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A NOTE ON SUBCLASS OF ANALYTIC FUNCTIONS DEFINED
BY LINEAR OPERATOR

M. K. Aouf, A. O. Mostafa, A.M. Shahin and S. M. Madian

ABSTRACT. In this paper, we introduce a new class M(g,n,~, \,() of analytic
functions which defined by linear operator DY (f * g)(z) and obtain its relations with
some well-known subclasses of analytic univalent functions.
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1. INTRODUCTION

Let A denote the class of all functions of the form:

f2) =2+ aa”, (1.1)
k=2
which are analytic in the open disc U = {z: z € C and |z| < 1} and normalized by
f(0) =0= f(0) — 1. Also let S denote the subclass of all functions in A which are
univalent in U.
A function f(z) € S is said to be starlike of order ¢ (0 < ¢ < 1) if and only if

Re{széz)} >¢ (zel). (1.2)

We denote by S*(() the class of all starlike functions of order (.
A function f(z) € S is said to be convex of order ¢ (0 < ¢ < 1) if and only if

2f"(2)
f'(z)

We denote by K () the class of all convex functions of order ¢ and denote by R (¢) the
class of all functions in A which satisfy

Re{f'(2)} >¢ (z€U). (1.4)

Re{1+ }>C (ze€U). (1.3)
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It is well known that K(¢) C S*(¢) C S.
For functions f given by (1.1) and g € A given by

g(z) =2+ bez", (1.5)
k=2

the Hadamard product (or convolution) of f and g is defined by
(f*9)(z) =2+ > arbpz" = (9 )(2). (1.6)
k=2

For two analytic functions f and ¢ in U, f is subordinate to g, written f <
gor f(z) < g(z), if there exists an analytic function w (z) in U, with w (0) = 0 and
|w(z)| < 1 such that f(z) = g(w(z)). If g(2) is univalent function, then f < g if
and only if (see [15] and [16])

f(0)=g(0) and f(U) C g (U).

For functions f,g € A, we define the linear operator DY} : A — A (A > 0,n €
No=NU{0},N={1,2,..}) by:

DS(f *g)(2) = (f x9)(2),

DX(f *9)(2) = DA(f * g)(2) = (1 = X)(f x 9)(2) + Az ((f * 9)(2))' (1.7)
and ( in general )
Di(f*g)(z) = DA(DY(f *9)(2))

= 2+ > [+ Ak - D"abpz® (A>0;neNy).  (1.8)
k=2

From (1.8), we can easily deduce that

Az (D3(f * 9)(2)) = DYTH(f * g)(2) — (1= NDX(f * 9)(2) (A > 0). (1.9)

The linear operator DY(f * g)(z) was introduced by Aouf and Mostafa [3], Aouf and
Seoudy [4] and Mostafa and Aouf [17] and we observe that DY (f * g)(z) reduces to
several interesting many other linear operators considered earlier for different choices
of n, A and the function g.
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Definition 1. For 0 < (<1, f,g € A given by (1.1) and (1.5), respectively, and
v > 0, a function f given by (1.1), is said to be in the class M(g,n,vy,\C) if it
satisfies the following condition:

DI (=Y
‘ — (Dﬁ(f*g)(2)> !

The class M(g,n,~,\,() includes various new subclasses of analytic univalent func-
tions. We observe that:
(i) Puttingn = 0, A = 1and g(z) = 7% in (1.10), then the class M (%,0,7, 1,¢) reduces
to the class
B(¢,7), which was introduced by Frasin and Jahangiri [11] and Murugusundaramoor-
thy and Magesh [18]. Further B((,2) has been studied by Frasin and Darus [10].

[e.e]

(ii) Putting n =0, A =1 and g(z) = z+ > T (a1) 2¥, where
k=2

<1—-¢(zeU). (1.10)

(@1)g—1---(ar)k—1
(b1)k—1---(brm)k—1(1)p—1’

a; € Cii =1,...,;b; € C\Z; = {0,-1,-2,..},j =1,..m, I <m+1,,m €
Np,z € U and

I (a1) = (1.11)

(2) = 1 (k=0;2 € C* =C\{0})

T z@+ 1)+ k—1) (ke N;z € C),

in (1.10), then the class M(z + 3 Tk (a1) 2¥,0,7,1,¢) reduces to the class
k=2

Kl,m(alﬂ b17 77 C)a

which is defined by:
z

(Hym (al;bl)f(z))’< )f(z)>7‘ 1’ <1-¢(y>0,0<¢<;2€0),

(1.12)
where the operator Hj,, (a1;b1) is the Dziok-Srivastava operator introduced and
studied by Dziok and Srivastava [9)].

Hl,m (al; bl

o0
(iii) Putting n =0, A=1and g(z) =2+ > [%@}mz’k, where 6 >0, £ >0
k=2

. S [e+1+0(k—1) 1™ &

and m € Ny in (1.10), then the class M(z + > |=—p7—| 2",0,7,1,() reduces
k=2

to the class B(¢,m,0,, (), which is defined by:
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‘(W(@,f)f@))’( Z)f(z)y— 1‘ <1-C(y>0,0<(¢<L;zeU), (1.13)

Im(6,¢
where 1™ (0,/) is the generalized multiplier transformation which was introduced
and studied by Catag et al. [5].
o0
(iv) Putting n = 0, A\ = 1 and ¢g(z) = z + >, [”k}mzk, where ¢ > 0 and

/41
k=2 +

o0 m

m € Np in (1.10), then the class M(z + > [ﬁ—]f] 2#,0,7,1,¢) reduces to the
k=2

class S(¢,m,~,(), which is defined by:

z

i
01 (7)) —1<1-¢Oz00sc<izen, ()

where I"({) is the multiplier transformation (see Cho and Srivastava [7] and Cho
and Kim [6]).
(v) Puttingn =0, A =1, g(2) =2+ [1+60(k—1)]" 2% where # > 0 and m €
k=2
Np in (1.10), then the class M(z + > [140(k — 1)]™ 2¥,0,v,1,¢) reduces to the
k=2
class Q(0,m,~,(), which is defined by:

1umvaw(D£;d)f—4<1—<@zoms<<nzevx (1.15)

where Dy is the generalized Salagean operator (see AL-Oboudi [1]).

(vi) Putting n = 0, A =1, g(2) = z + > k™2*, where m € Ny in (1.10), then the
k=2

o0
class M(z + > k™z¥,0,,1,¢) reduces to the class ¥(m,, (), which is defined by:
k=2

'(Dmf(z))’ <Dm§?(2>)7 - 1‘ <1-¢(7>0,0<C<1;2€0), (1.16)

where the operator D™ is the Salagean operator (see Salagean [19)]).

© 14+b\°
(vii) Putting n = 0,A = 1 and g(z) = 2+ > </€L7> & (b e C\Zy,s € C) in
k=2
© 14+b\°
(1.10), then the class M (z+ > (kib) 2%.0,, 1,¢) reduces to the class G(s, b, 7, ¢),
k=2
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which is defined by:

‘u@ﬂ@ypkgwov—q<1—ngomgg<hzeUy (1.17)

where the operator Js;, was introduced and studied by Srivastava and Attiya [21].

(viii) Putting n =0,A\ =1 and ¢g(z) = 2+ E (k+1> ¥ (> 0) in (1.10), then the

class M (z + Z (k+1) 2F.,0,v,1,¢) reduces to the class H(c, v, (), which is defined

by:
z

1) (3

where the operator [¢ was introduced and studied by Jung et al. [12].

. . r( (k
(ix) Putting n = 0, A = 1 and g(z) = z + tigﬁ Z T k_;f_ﬁ Fla>0,8>

>7—1‘<1—C(720;0§C<1;26U), (1.18)

—1) in (1.10), then the class M (z+ Fl(’;i;ﬁ E T kj:;f_?g)z ,0,7,1,() reduces to the
class Z(v,(, a, 3), which is defined by:

'(Q%f(z)) (ng(@) -1

where the operator Qf was introduced and studied by Jung et al. [12].

<1-C(y>0,0<(¢<1;2€U), (1.19)

(x) Puttingn =0, A=1, g(z) =z + Z (iiz Ty (a1) 2%, where Ty (a1) is given by

(1.11), p # —1 and v € Ny in (1.10), then the class M(z+z (IIJFZ Ty (a1) 2%,0,7,1,0)

reduces to the class £(~,(, i, q, s,v,a1), which is deﬁned by

z

(K s (@) £(2))] <IC“a1)f(z)>7 - 1‘ <1-¢(y20,0<¢<1;z€U), (1.20)

qu,S(

where the operator K, , . was introduced and studied by Selvaraj and Karthikeyan

[20].

(xi) Puttingn =0, A=1and g(2) = z+ Z (’1;2) %zk (be C\Zy,s €

C,pu>0,p > —1)in (1.10), then the class M (z+ Z (%HI;)S %Z’f’o,% 1,¢)
k=2
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reduces to the class C(v, (, p, i, $,b), which is defined by:

.
(Jf,’é‘(f)(z)) <W) -1

where the operator J g 7" was introduced and studied by Al-Shagsi and Darus [2] and
Darus and Al-Shagsi [8].

The object of the present paper is to investigate the sufficient condition for
functions to be in the class M (g,n, v, A\,{). Furthermore, as a special case, we show
that convex functions of order 1/2 are also members of the class M (g,n,~, A,().

<1-C(y>0,0<(¢<1l;z€U), (1.21)

2. MAIN RESULTS

Unless otherwise mentioned, we shall assume in the reminder of this paper that
the functions f and g are given by (1.1) and (1.5), respectively, A >0, v >0, n € Ny
and 1/2 < (< 1.

To prove our results we need the following lemma.

Lemma 1 [11]. Let p(z) be analytic in U with p(0) =1 and suppose that
zp’(z)> 3¢—1
Re (1+ > zeU). 2.1
(1+35) 5 eev 2
Then Re{p(z)} > ( for z€ U and 1/2 < { < 1.

Theorem 1. Let f,g € A. If

L DU DU ee)e) 1,
R{ Do) ARG AT ”}”’ 22
where 3 = 35 2C , then f(z) € M(g,n,~,\ ().
Proof. Define the function p(z) by
DY (fx9)(2) z !
o= 2 () 23

Then the function p(z) is analytic in U and p(0) = 1. Therefore, differentiating (2.3)
logarithmically with respect to z and using (1.9) with simple computation, then

W(2) _ DYP(Fxg)(z)  ADY(Fx9)(2)
p(z)  ADYTH(fxg)(2)  ADX(f*9)(2)

1
“(y-1
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by the hypothesis of the theorem, we have

zp/(z) 3¢—1
p(2) } 7T

Re{1+

Hence by Lemma 1, we have

DI (f  g)(2) Y
Re{ p <D§<f*g><z>>}>“zeU"

Therefore, in view of Definition 1, we have f(z) € M(g,n,v,\,C) .

[&.°]
Putting n = 0,A = 1 and g(2) = z + 3 ' (a1) 2*, where Ty (a1) is given by
k=2
(1.11) in Theorem 1, we obtain the following corollary:

Corollary 1. Let fe A . If

Z(Hl,m (al;bl)f(z) g _ Hl,m (al +1;b1)f(z)
fre {1 T i arsb) 1)) T (1 Hi (ar:60) 12) >} >0 (24)

then f(Z) € KLm(CLl,bl,'Y, C)? where ﬂ = 342751 and Kl,m(alabluf}/) C) is given by
(1.12).

(+140(k—1

o0
Puttingn = 0,\ = 1l and g(z) = 2+ [ AN )}mzk,wheree>0, ¢ >0and
k=2

m € Ny in Theorem 1, we obtain the foll_owing corollary:

Corollary 2. Let fe A. If

then f(z) € B(¢{,m,0,v,(), where = % and B(¢,m,0,v,() is given by (1.13).

Putting 6 = 1 in Corollary 2, we obtain the following corollary:

Corollary 3. Let f € A. If

2(I™(O)f(2)" < Im“(@f(Z))}
Red1+ 2o V) oy (1- ) , 2.6
Qe ey T (- T ) p 2 e
then f(z) € S(¢,m,~,(), where § = 3%—? and S(¢,m,v,() is given by (1.14).
Putting £ = 0 in Corollary 2, we obtain the following corollary:
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Corollary 4. Let f € A. If

2D f(2)" v, Ditlf(2)
Re {1 T 7(Dmf(z)), +2 (1 i )} > 3, (2.7)
then f(z) € Q(0,m,~,C), where f = 3Land Q(0,m,~,¢) is given by (1.15).

Putting # =1 and £ =0 in Corollary 2, we obtain the following corollary:
Corollary 5. Let fe A. If

2 (D" f(2))" _ D™f()
{1 S " (1= gty ) > =
then f(z) € ¥(m,~,¢), where 8 = 32and ¥(m,~, () is given by(1.16).

140

Puttingn:O,)\zlandg()_Z+Z(k+b

Theorem 1, we obtain the following corollary:

Corollary 6. Let f e A. If

z(Jspf(2)" I f(2)
Re{” Unsf(e)y TTATD) <1 Tonf (2) >} >0 (2.9)

then f(z) € G(s,b,7,(), where = ?’C—_l and G(s,b,7,() is given by (1.17).

> (b € C\Zy,s € C) in

(6%
Putting n = 0,A = 1 and g(z) = z + Z <k+1> ¥ (a > 0) in Theorem 1, we
obtain the following corollary:

Corollary 7. Let f € A. If
2 (1 f(2)" 1! f(2)
e {14 2T e ro (1- 5 s (2.10)
then f(z) € H(w,7,(), where 3 = —E and H(w,7,() is given by (1.18).

. (1 I'(k
Putting n = 0, A =1 and g(2) = 2 + ( J{fgﬁ) Z T k:.zfﬁ F(a>08>-1)
in Theorem 1, we obtain the following corollary:

Corollary 8. Let f e A. If

z X f(~ i a—1 Py
Re 1+<Qﬂf()),+’y(a+ﬁ)<l—Qﬁaf()> > 3, (2.11)
(@3r() 1)
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then f(z) € Z(v,(, a, ), where § = 34—_1 and Z(v,(,a, B) is given by (1.19).

Putting n = 0,A\ =1 and g(z) = z + Z k+#)v T, (a1) 2%, where T, (a1) is given
by (1.11),4 # —1 and v € Ny in Theorem 1 we obtain the following corollary:
Corollary 9. Let fe A. If

f1y 2 Whas @) FO)T )2 Whgale £ DIE)
) {H (K @) 1) 1<1 K (@)1 (2) > f (212)

then f(Z) € £(7?C7/"7Q75avaa1)a where B = 3%%1 and E(’y,(,,u,q,s,v,al) is g’L"UBTL
by (1.20).

(i (v
C,p > 0,p > —1) in Theorem 1, we obtain the following corollary:

Corollary 10. Let f € A. If

() ARG
Re Ja (D) | |
ey " (1 TG) ) S

then f(z) € C(v,¢, p, p, $,b), where 3 = b and C(~, ¢, p, , $,b) is given by (1.21).

Puttingn =0, A\=1and g(z) =2+ >_ (%_Z) T (be C\Z,,s €
k=2

Puttingn =A=~v=1,( = 5 and g(2) = 1% in Theorem 1, we obtain the
following corollary:

Corollary 11. If f € A given by (1.1) and

) ()
Re{ ) )

}>—g (z€U),

then

Re {1 + ZJ{,,;S)} % (z € U).

Remarks. (i) Putting n =0, A =1 and g(z) = 1Z; in Theorem 1, we obtain

the results obtained by Murugusundaramoorthy and Magesh [18, Corollary 4] and
Frasin and Jahangiri [11, Theorem 2.3];
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ii) Puttingn =0, A=~ =1, =4 and ¢g(z) = -2 in Theorem 1, we
2 1—z

obtain the results obtained by Murugusundaramoorthy and Magesh [18, Corollary
7] and Lupas and Catas [14, Corollary 2.7;

(iii) Puttingn=~v=0,A=1,( = % and g(z) = 1% in Theorem 1,
we obtain the results obtained by Murugusundaramoorthy and Magesh [18, Corol-
lary 8] and Lupas and Catas [13, Corollary 2.6] and Lupas and Catas [14, Corollary

4).
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