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Abstract. In this paper, we introduce a new class M(g ,n, γ, λ,ζ) of analytic
functions which defined by linear operator Dn

λ(f ∗g)(z) and obtain its relations with
some well-known subclasses of analytic univalent functions.
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1. Introduction

Let A denote the class of all functions of the form:

f(z) = z +
∞∑

k=2

akz
k, (1.1)

which are analytic in the open disc U = {z : z ∈ C and |z| < 1} and normalized by
f(0) = 0 = f ′(0)− 1. Also let S denote the subclass of all functions in A which are
univalent in U.

A function f(z) ∈ S is said to be starlike of order ζ (0 ≤ ζ < 1) if and only if

Re
{

zf ′(z)
f(z)

}
> ζ (z ∈ U) . (1.2)

We denote by S∗(ζ) the class of all starlike functions of order ζ.
A function f(z) ∈ S is said to be convex of order ζ (0 ≤ ζ < 1) if and only if

Re
{

1 +
zf ′′(z)
f ′(z)

}
> ζ (z ∈ U) . (1.3)

We denote by K(ζ) the class of all convex functions of order ζ and denote by R (ζ) the
class of all functions in A which satisfy

Re
{
f ′(z)

}
> ζ (z ∈ U) . (1.4)
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It is well known that K(ζ) ⊂ S∗(ζ) ⊂ S.
For functions f given by (1.1) and g ∈ A given by

g(z) = z +
∞∑

k=2

bkz
k, (1.5)

the Hadamard product (or convolution) of f and g is defined by

(f ∗ g)(z) = z +
∞∑

k=2

akbkz
k = (g ∗ f)(z). (1.6)

For two analytic functions f and g in U , f is subordinate to g, written f ≺
g or f (z) ≺ g (z), if there exists an analytic function w (z) in U , with w (0) = 0 and
|w (z)| < 1 such that f (z) = g (w (z)). If g(z) is univalent function, then f ≺ g if
and only if (see [15] and [16])

f (0) = g (0) and f (U) ⊂ g (U) .

For functions f, g ∈ A, we define the linear operator Dn
λ : A → A (λ ≥ 0, n ∈

N0 = N ∪ {0}, N = {1, 2, ...}) by:

D0
λ(f ∗ g)(z) = (f ∗ g)(z) ,

D1
λ(f ∗ g)(z) = Dλ(f ∗ g)(z) = (1− λ )( f ∗ g)(z) + λz ( ( f ∗ g)(z))′ (1.7)

and ( in general )

Dn
λ(f ∗ g)(z) = Dλ(Dn−1

λ (f ∗ g)(z))

= z +
∞∑

k=2

[1 + λ(k − 1)]nakbkz
k (λ ≥ 0;n ∈ N0) . (1.8)

From (1.8), we can easily deduce that

λz (Dn
λ(f ∗ g)(z))′ = Dn+1

λ (f ∗ g)(z)− (1− λ)Dn
λ(f ∗ g)(z) (λ > 0). (1.9)

The linear operator Dn
λ(f ∗ g)(z) was introduced by Aouf and Mostafa [3], Aouf and

Seoudy [4] and Mostafa and Aouf [17] and we observe that Dn
λ(f ∗ g)(z) reduces to

several interesting many other linear operators considered earlier for different choices
of n, λ and the function g.
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Definition 1. For 0 ≤ ζ < 1, f, g ∈ A given by (1.1) and (1.5), respectively, and
γ ≥ 0, a function f given by (1.1), is said to be in the class M(g ,n, γ, λ,ζ) if it
satisfies the following condition:∣∣∣∣∣Dn+1

λ (f ∗ g)(z)
z

(
z

Dn
λ(f ∗ g)(z)

)γ

− 1

∣∣∣∣∣< 1 − ζ (z ∈ U ) . (1.10)

The class M(g ,n, γ, λ,ζ) includes various new subclasses of analytic univalent func-
tions. We observe that:
(i) Putting n = 0, λ = 1 and g(z) = z

1−z in (1.10), then the class M( z
1−z , 0, γ, 1,ζ) reduces

to the class
B(ζ, γ), which was introduced by Frasin and Jahangiri [11] and Murugusundaramoor-
thy and Magesh [18]. Further B(ζ, 2) has been studied by Frasin and Darus [10].

(ii) Putting n = 0, λ = 1 and g(z) = z +
∞∑

k=2

Γk (a1) zk, where

Γk (a1) =
(a1)k−1...(al)k−1

(b1)k−1...(bm)k−1(1)k−1
, (1.11)

ai ∈ C; i = 1, ..., l; bj ∈ C\Z−0 = {0,−1,−2, ...} , j = 1, ...,m, l ≤ m + 1, l,m ∈
N0, z ∈ U and

(x)k =
{

1 (k = 0;x ∈ C∗ = C\{0})
x(x + 1)...(x + k − 1) (k ∈ N;x ∈ C),

in (1.10), then the class M(z +
∞∑

k=2

Γk (a1) zk, 0, γ, 1,ζ) reduces to the class

Kl,m(a1, b1, γ, ζ),
which is defined by:∣∣∣∣(Hl,m (a1; b1) f(z))′

(
z

Hl,m (a1; b1) f(z)

)γ

− 1
∣∣∣∣ < 1− ζ (γ ≥ 0; 0 ≤ ζ < 1; z ∈ U),

(1.12)
where the operator Hl,m (a1; b1) is the Dziok-Srivastava operator introduced and
studied by Dziok and Srivastava [9].

(iii) Putting n = 0, λ = 1 and g(z) = z +
∞∑

k=2

[
`+1+θ(k−1)

`+1

]m
zk, where θ > 0, ` ≥ 0

and m ∈ N0 in (1.10), then the class M(z +
∞∑

k=2

[
`+1+θ(k−1)

`+1

]m
zk,0, γ, 1,ζ) reduces

to the class B(`,m, θ, γ, ζ), which is defined by:
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∣∣∣∣(Im(θ, `)f(z))′
(

z

Im(θ, `)f(z)

)γ

− 1
∣∣∣∣ < 1− ζ (γ ≥ 0; 0 ≤ ζ < 1; z ∈ U), (1.13)

where Im(θ, `) is the generalized multiplier transformation which was introduced
and studied by Cătaş et al. [5].

(iv) Putting n = 0, λ = 1 and g(z) = z +
∞∑

k=2

[
`+k
`+1

]m
zk, where ` ≥ 0 and

m ∈ N0 in (1.10), then the class M(z +
∞∑

k=2

[
`+k
`+1

]m
zk, 0, γ, 1,ζ) reduces to the

class S(`,m, γ, ζ), which is defined by:∣∣∣∣(Im(`)f(z))′
(

z

Im(`)f(z)

)γ

− 1
∣∣∣∣ < 1− ζ (γ ≥ 0; 0 ≤ ζ < 1; z ∈ U), (1.14)

where Im(`) is the multiplier transformation (see Cho and Srivastava [7] and Cho
and Kim [6]).

(v) Putting n = 0, λ = 1, g(z) = z +
∞∑

k=2

[1 + θ(k − 1)]m zk, where θ ≥ 0 and m ∈

N0 in (1.10), then the class M(z +
∞∑

k=2

[1 + θ(k − 1)]m zk,0, γ, 1,ζ) reduces to the

class Q(θ, m, γ, ζ), which is defined by:∣∣∣∣(Dm
θ f(z))′

(
z

Dm
θ f(z)

)γ

− 1
∣∣∣∣ < 1− ζ (γ ≥ 0; 0 ≤ ζ < 1; z ∈ U), (1.15)

where Dm
θ is the generalized Sălăgean operator (see AL-Oboudi [1]).

(vi) Putting n = 0, λ = 1, g(z) = z +
∞∑

k=2

kmzk, where m ∈ N0 in (1.10), then the

class M(z +
∞∑

k=2

kmzk, 0, γ, 1,ζ) reduces to the class Ψ(m, γ, ζ), which is defined by:

∣∣∣∣(Dmf(z))′
(

z

Dmf(z)

)γ

− 1
∣∣∣∣ < 1− ζ (γ ≥ 0; 0 ≤ ζ < 1; z ∈ U), (1.16)

where the operator Dm is the Sălăgean operator (see Sălăgean [19]).

(vii) Putting n = 0, λ = 1 and g(z) = z +
∞∑

k=2

(
1 + b

k + b

)s

zk (b ∈ C\Z−0 , s ∈ C) in

(1.10), then the class M(z+
∞∑

k=2

(
1 + b

k + b

)s

zk, 0, γ, 1,ζ) reduces to the class G(s, b, γ, ζ),
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which is defined by:∣∣∣∣(Js,bf(z))′
(

z

Js,bf(z)

)γ

− 1
∣∣∣∣ < 1− ζ (γ ≥ 0; 0 ≤ ζ < 1; z ∈ U), (1.17)

where the operator Js,b was introduced and studied by Srivastava and Attiya [21].

(viii) Putting n = 0, λ = 1 and g(z) = z +
∞∑

k=2

(
2

k+1

)α
zk (α ≥ 0) in (1.10), then the

class M(z +
∞∑

k=2

(
2

k+1

)α
zk, 0, γ, 1,ζ) reduces to the class H(α, γ, ζ), which is defined

by: ∣∣∣∣(Iα f(z))′
(

z

Iα f(z)

)γ

− 1
∣∣∣∣ < 1− ζ (γ ≥ 0; 0 ≤ ζ < 1; z ∈ U), (1.18)

where the operator Iα was introduced and studied by Jung et al. [12].

(ix) Putting n = 0, λ = 1 and g(z) = z + Γ(1+α+β)
Γ(1+β)

∞∑
k=2

Γ(k+β)
Γ(k+α+β)z

k (α ≥ 0, β >

−1) in (1.10), then the class M(z + Γ(1+α+β)
Γ(1+β)

∞∑
k=2

Γ(k+β)
Γ(k+α+β)z

k, 0, γ, 1,ζ) reduces to the

class Z(γ, ζ, α, β), which is defined by:∣∣∣∣∣(Qα
βf(z)

)′( z

Qα
βf(z)

)γ

− 1

∣∣∣∣∣ < 1− ζ (γ ≥ 0; 0 ≤ ζ < 1; z ∈ U), (1.19)

where the operator Qα
β was introduced and studied by Jung et al. [12].

(x) Putting n = 0, λ = 1, g(z) = z +
∞∑

k=2

(1+µ)υ

(k+µ)υ Γk (a1) zk, where Γk (a1) is given by

(1.11), µ 6= −1 and υ ∈ N0 in (1.10), then the class M(z+
∞∑

k=2

(1+µ)υ

(k+µ)υ Γk (a1) zk, 0, γ, 1,ζ)

reduces to the class L(γ, ζ, µ, q, s, υ, a1), which is defined by:

∣∣∣∣(Kυ
µ,q,s(a1)f(z)

)′( z

Kυ
µ,q,s(a1)f(z)

)γ

− 1
∣∣∣∣ < 1− ζ (γ ≥ 0; 0 ≤ ζ < 1; z ∈ U), (1.20)

where the operator Kυ
µ,q,s was introduced and studied by Selvaraj and Karthikeyan

[20].

(xi) Putting n = 0, λ = 1 and g(z) = z +
∞∑

k=2

(
1+b
k+b

)s
ρ!(k+µ−2)!

(µ−1)!(k+ρ−1)!z
k (b ∈ C\Z−0 , s ∈

C, µ > 0, ρ > −1) in (1.10), then the class M(z+
∞∑

k=2

(
1+b
k+b

)s
ρ!(k+µ−2)!

(µ−1)!(k+ρ−1)!z
k, 0, γ, 1,ζ)
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reduces to the class C(γ, ζ, ρ, µ, s, b), which is defined by:∣∣∣∣∣(Jρ,µ
s,b (f)(z)

)′( z

Jρ,µ
s,b (f)(z)

)γ

− 1

∣∣∣∣∣ < 1− ζ (γ ≥ 0; 0 ≤ ζ < 1; z ∈ U), (1.21)

where the operator Jρ,µ
s,b was introduced and studied by Al-Shaqsi and Darus [2] and

Darus and Al-Shaqsi [8].
The object of the present paper is to investigate the sufficient condition for

functions to be in the class M(g ,n, γ, λ,ζ). Furthermore, as a special case, we show
that convex functions of order 1/2 are also members of the class M(g ,n, γ, λ,ζ).

2. Main Results

Unless otherwise mentioned, we shall assume in the reminder of this paper that
the functions f and g are given by (1.1) and (1.5), respectively, λ > 0, γ ≥ 0, n ∈ N0

and 1/2 ≤ ζ < 1.
To prove our results we need the following lemma.

Lemma 1 [11]. Let p(z) be analytic in U with p(0) = 1 and suppose that

Re
(

1 +
zp′(z)
p(z)

)
>

3ζ − 1
2ζ

(z ∈ U ) . (2.1)

Then Re{p(z)} > ζ for z ∈ U and 1/2 ≤ ζ < 1.

Theorem 1. Let f, g ∈ A. If

Re

{
1 +

Dn+2
λ (f ∗ g)(z)

λDn+1
λ (f ∗ g)(z)

−
γDn+1

λ (f ∗ g)(z)
λDn

λ(f ∗ g)(z)
+

1
λ

(γ − 1)

}
> β, (2.2)

where β = 3ζ−1
2ζ , then f(z) ∈ M(g, n, γ, λ, ζ).

Proof. Define the function p(z) by

p(z) =
Dn+1

λ (f ∗ g)(z)
z

(
z

Dn
λ(f ∗ g)(z)

)γ

. (2.3)

Then the function p(z) is analytic in U and p(0) = 1. Therefore, differentiating (2.3)
logarithmically with respect to z and using (1.9) with simple computation, then

zp′(z)
p(z)

=
Dn+2

λ (f ∗ g)(z)
λDn+1

λ (f ∗ g)(z)
−

γDn+1
λ (f ∗ g)(z)

λDn
λ(f ∗ g)(z)

+
1
λ

(γ − 1),
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by the hypothesis of the theorem, we have

Re
{

1 +
zp′(z)
p(z)

}
>

3ζ − 1
2ζ

.

Hence by Lemma 1, we have

Re

{
Dn+1

λ (f ∗ g)(z)
z

(
z

Dn
λ(f ∗ g)(z)

)γ
}

> ζ (z ∈ U).

Therefore, in view of Definition 1, we have f(z) ∈ M(g ,n, γ, λ,ζ) .

Putting n = 0, λ = 1 and g(z) = z +
∞∑

k=2

Γk (a1) zk, where Γk (a1) is given by

(1.11) in Theorem 1, we obtain the following corollary:

Corollary 1. Let f ∈ A . If

Re
{

1 +
z (Hl,m (a1; b1) f(z))′′

(Hl,m (a1; b1) f(z))′
+ γa1

(
1−

Hl,m (a1 + 1; b1) f(z)
Hl,m (a1; b1) f(z)

)}
> β, (2.4)

then f(z) ∈ Kl,m(a1, b1, γ, ζ), where β = 3ζ−1
2ζ and Kl,m(a1, b1, γ, ζ) is given by

(1.12).

Putting n = 0, λ = 1 and g(z) = z+
∞∑

k=2

[
`+1+θ(k−1)

`+1

]m
zk, where θ > 0, ` ≥ 0 and

m ∈ N0 in Theorem 1, we obtain the following corollary:

Corollary 2. Let f ∈ A. If

Re
{

1 +
z (Im(θ, `)f(z))′′

(Im(θ, `)f(z))′
+ γ

(
1 + `

θ

)(
1− Im+1(θ, `)f(z)

Im(θ, `)f(z)

)}
> β, (2.5)

then f(z) ∈ B(`,m, θ, γ, ζ), where β = 3ζ−1
2ζ and B(`,m, θ, γ, ζ) is given by (1.13).

Putting θ = 1 in Corollary 2, we obtain the following corollary:

Corollary 3. Let f ∈ A. If

Re
{

1 +
z (Im(`)f(z))′′

(Im(`)f(z))′
+ γ(1 + `)

(
1− Im+1(`)f(z)

Im(`)f(z)

)}
> β, (2.6)

then f(z) ∈ S(`,m, γ, ζ), where β = 3ζ−1
2ζ and S(`,m, γ, ζ) is given by (1.14).

Putting ` = 0 in Corollary 2, we obtain the following corollary:
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Corollary 4. Let f ∈ A. If

Re

{
1 +

z (Dm
θ f(z))′′(

Dm
θ f(z)

)′ +
γ

θ

(
1−

Dm+1
θ f(z)
Dm

θ f(z)

)}
> β, (2.7)

then f(z) ∈ Q(θ, m, γ, ζ), where β = 3ζ−1
2ζ and Q(θ, m, γ, ζ) is given by (1.15).

Putting θ = 1 and ` = 0 in Corollary 2, we obtain the following corollary:

Corollary 5. Let f ∈ A. If

Re
{

1 +
z (Dmf(z))′′

(Dmf(z))′
+ γ

(
1− Dm+1f(z)

Dmf(z)

)}
> β, (2.8)

then f(z) ∈ Ψ(m, γ, ζ), where β = 3ζ−1
2ζ and Ψ(m, γ, ζ) is given by(1.16).

Putting n = 0, λ = 1 and g(z) = z +
∞∑

k=2

(
1 + b

k + b

)s

zk (b ∈ C\Z−0 , s ∈ C) in

Theorem 1, we obtain the following corollary:

Corollary 6. Let f ∈ A. If

Re
{

1 +
z (Js,bf(z))′′

(Js,bf(z))′
+ γ (1 + b)

(
1−

Js−1,bf(z)
Js,bf(z)

)}
> β, (2.9)

then f(z) ∈ G(s, b, γ, ζ), where β = 3ζ−1
2ζ and G(s, b, γ, ζ) is given by (1.17).

Putting n = 0, λ = 1 and g(z) = z +
∞∑

k=2

(
2

k+1

)α
zk (α ≥ 0) in Theorem 1, we

obtain the following corollary:

Corollary 7. Let f ∈ A. If

Re
{

1 +
z (Iα f(z))′′

(Iα f(z))′
+ 2γ

(
1− Iα−1 f(z)

Iα f(z)

)}
> β, (2.10)

then f(z) ∈ H(α, γ, ζ), where β = 3ζ−1
2ζ and H(α, γ, ζ) is given by (1.18).

Putting n = 0, λ = 1 and g(z) = z + Γ(1+α+β)
Γ(1+β)

∞∑
k=2

Γ(k+β)
Γ(k+α+β)z

k (α ≥ 0, β > −1)

in Theorem 1, we obtain the following corollary:

Corollary 8. Let f ∈ A. If

Re

1 +
z
(
Qα

βf(z)
)′′

(
Qα

βf(z)
)′ + γ (α + β)

(
1−

Qα−1
β f(z)

Qα
βf(z)

) > β, (2.11)
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then f(z) ∈ Z(γ, ζ, α, β), where β = 3ζ−1
2ζ and Z(γ, ζ, α, β) is given by (1.19).

Putting n = 0, λ = 1 and g(z) = z +
∞∑

k=2

(1+µ)υ

(k+µ)υ Γk (a1) zk, where Γk (a1) is given

by (1.11), µ 6= −1 and υ ∈ N0 in Theorem 1, we obtain the following corollary:

Corollary 9. Let f ∈ A. If

Re

{
1 +

z
(
Kυ

µ,q,s (a1) f(z)
)′′(

Kυ
µ,q,s (a1) f(z)

)′ + γα1

(
1−

z
(
Kυ

µ,q,s(a1 + 1)f(z)
)′

Kυ
µ,q,s(a1)f(z)

)}
> β, (2.12)

then f(z) ∈ L(γ, ζ, µ, q, s, υ, a1), where β = 3ζ−1
2ζ and L(γ, ζ, µ, q, s, υ, a1) is given

by (1.20).

Putting n = 0, λ = 1 and g(z) = z +
∞∑

k=2

(
1+b
k+b

)s
ρ!(k+µ−2)!

(µ−1)!(k+ρ−1)!z
k (b ∈ C\Z−0 , s ∈

C, µ > 0, ρ > −1) in Theorem 1, we obtain the following corollary:

Corollary 10. Let f ∈ A. If

Re

1 +
z
(
Jρ,µ

s,b (f)(z)
)′′

(
Jρ,µ

s,b (f)(z)
)′ + γµ

(
1−

Jρ,µ+1
s,b (f)(z)

Jρ,µ
s,b (f)(z)

) > β, (2.13)

then f(z) ∈ C(γ, ζ, ρ, µ, s, b), where β = 3ζ−1
2ζ and C(γ, ζ, ρ, µ, s, b) is given by (1.21).

Putting n = λ = γ = 1, ζ = 1
2 and g(z) = z

1−z in Theorem 1, we obtain the
following corollary:

Corollary 11. If f ∈ A given by (1.1) and

Re
{

zf ′′′(z)
f ′′(z)

− zf ′′(z)
f ′(z)

}
> −3

2
(z ∈ U),

then

Re
{

1 +
zf ′′(z)
f ′(z)

}
>

1
2

(z ∈ U).

Remarks. (i) Putting n = 0, λ = 1 and g(z) = z
1−z in Theorem 1, we obtain

the results obtained by Murugusundaramoorthy and Magesh [18, Corollary 4] and
Frasin and Jahangiri [11, Theorem 2.3];
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(ii) Putting n = 0, λ = γ = 1, ζ = 1
2 and g(z) = z

1−z in Theorem 1, we
obtain the results obtained by Murugusundaramoorthy and Magesh [18, Corollary
7] and Lupas and Catas [14, Corollary 2.7];

(iii) Putting n = γ = 0, λ = 1, ζ = 1
2 and g(z) = z

1−z in Theorem 1,
we obtain the results obtained by Murugusundaramoorthy and Magesh [18, Corol-
lary 8] and Lupas and Catas [13, Corollary 2.6] and Lupas and Catas [14, Corollary
4].
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